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Abstract

The primary goal of LHCb is to measure the effects of new particles or forces beyond the Standard
Model. Results obtained from data collected in 2010 show that the detector is robust and functioning
well. While LHCb will be able to measure a host of interesting channels in heavy flavour decays in the
upcoming few years, a limit of about 1 fb~! of data per year cannot be overcome without upgrading
the detector. The LHC machine does not face such a limitation. With the upgraded detector, read
out at 40 MHz, a much more flexible software-based triggering strategy will allow a large increase not
only in data rate, as the detector would collect 5 fb~! per year, but also the ability to increase trigger
efficiencies especially in decays to hadronic final states. In addition, it will be possible to change
triggers to explore different physics as LHC discoveries point us to the most interesting channels. Our
physics scope extends beyond that of flavour. Possibilities for interesting discoveries exist over a whole
variety of phenomena including searches for Majorana neutrinos, exotic Higgs decays and precision
electroweak measurements. Here we describe the physics motivations and proposed detector changes
for exploring new phenomena in proton-proton collisions near 14 TeV centre-of-mass energy.
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Chapter 1

Introduction

1.1 Flavour physics in the era of the LHC

Studies of hadronic flavour physics observables have provided critical input in the construction
of the Standard Model (SM). Flavour measurements provided the first indications of the exis-
tence and nature of the charm quark, the third generation, and the high mass scale of the top.
In searching for physics beyond the Standard Model it is also evident that flavour observables
will play a central role.

Many of the open questions of the SM are associated with the flavour sector. Why are there
three generations (if there are only three)? What determines the hierarchy of quark masses?
What is responsible for the characteristic structure of the CKM matrix? Furthermore, two of
the very few observations that cannot be accommodated in the Standard Model, namely the
baryon-antibaryon asymmetry of the universe, and non-zero neutrino mass, are of a flavour
physics nature.

Flavour physics measurements already exert significant weight in limiting the parameter
space of New Physics (NP) beyond the SM. The strongest constraints on supersymmetric
Higgs bosons come not from direct searches, but from limits on, and measurements of, the
rates of suppressed heavy flavour decays such as By — putu~, b — sy and B~ — 7 v. These
observables will continue to have great importance in the era of the LHC. This can be seen
in Fig. 1.1, which illustrates for a popular variant of SUSY (NUHM1 [1]), how measurements
that are sensitive to values of B(B; — utpu™) below 1 x 1078 have greater discovery power over
the parameter space indicated than direct searches for the H and A Higgs bosons performed
with up to 60 fb~! [2]. Moreover, a measurement of B(Bs; — pu~) together with any direct
observation of a H or A candidate will be invaluable in elucidating the nature of the underlying
physics.

The physics opportunities of the LHC in terms of direct searches are well known; its potential
in flavour physics through the enormous production rate of B and D hadrons is no less rich.
At the LHC observation of B, — u™p~ and other rare decays will be possible, as well as
detailed studies of important kinematical distributions that have not been accessible at previous
facilities, such as the angular distribution of the decay products in B® — K*u*pu~, which are
highly sensitive to the helicity structure of any NP effects [4].

A particular attraction of performing flavour physics at the LHC is the opportunity to make
measurements of C'P-violating asymmetries with much higher precision than has been possible
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Figure 1.1: The correlations between the preferred values of M4 and tan § in the NUHM1 variant of
MSSM [3]. Superimposed are the contours indicating the value of B(Bs — ptpu™) in this framework.
Also indicated are the 5o discovery contours for observing the heavy MSSM Higgs bosons H, A in the
decay channels H, A — 777~ jets (solid line), jet + p (dashed line), jet + e (dotted line) assuming
an analysis requiring 30 or 60 fb~! collected with the CMS detector [2].

hitherto. These asymmetries are a priori very sensitive to the contribution from NP effects.
It is therefore surprising that the measurements of C'P violation performed with B° and B*
mesons at BABAR and Belle are broadly consistent with the CKM mechanism of the SM [5,6].
If new particles exist at the TeV mass scale, as is expected, then this is already an indication
that the flavour couplings of the NP have a very particular structure, so as not to have given
rise to effects inconsistent with the SM expectations. More precise measurements are needed to
test whether the CKM description remains successful at the sub-10% level. Even more exciting
is the possibility to extend this programme to the B, sector, about which very little is known
and where more visible effects may be apparent. Recent measurements from the Tevatron
hint at larger than expected C'P violation in By — J/v¢ [7,8] and in Bs mixing [9, 10], but
measurements with higher precision are required to clarify the situation. This will only be
possible at the LHC.

1.2 LHCDb goals with current and upgraded detector

LHCD is an experiment that has been designed to perform flavour physics measurements at the
LHC. Its physics programme will be executed in two phases. A full discussion of the goals of
each phase may be found in Chapter 2. Here a brief overview is given.

The aims of the first phase of the experiment can be achieved with around 5 fb~! of data
and will take several years to accomplish, using the current detector. With this data-set, it will
be possible to extend significantly the precision of many key observables in B and D physics
beyond what was possible at the B-factories, and make the first exploration of the B, system.

To exploit fully the flavour-physics potential of the LHC will then require an upgrade to the
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Figure 1.2: LHCb measurement of the bb cross-section at /s = 7 TeV, as a function of rapidity. In
each rapidity bin measurements performed with two sets of trigger conditions are shown (black and
blue), which are then averaged together to give the final result (red, with smallest error bars). Also
shown are two theoretical predictions [12].

detector, as proposed in this document. The upgrade will allow the experiment to operate at
higher luminosity, and will equip the detector with a fully flexible software trigger. This latter
attribute will be invaluable for improving the selection efficiency for hadronic final states in B
and D decays. The upgraded detector will be able to collect 50 fb™! of data integrated over
around ten years of operation.

The aim of both the existing experiment and the upgrade is to search for effects of processes
beyond the SM, and to characterise the nature of the underlying physics. In both phases a
wide programme of studies will be performed, which can be broadly divided into two equally
important categories, as summarised in Table 1.1. In the first category (“Exploration”) are
those studies which exploit decay modes or observables which are a priori very sensitive to NP,
but have not been accessible at previous experiments. The hope here is to observe large non-
SM effects. The second category (“Precision Studies”) encompasses measurements of known
parameters with improved sensitivity, to allow for more precise comparisons with theory. The
strategies for performing the studies in certain key topics with the existing detector have been
mapped out using simulation [11]. The data collected in 2010 give confidence that these physics
goals are achievable, as it has been observed that the detector is performing as expected and
that the cross-section for heavy-flavour production agrees with the theoretical predictions (see
Fig. 1.2).

In the physics exploitation of the upgraded experiment the Exploration category will be
populated by important new observables and decay modes, which cannot be studied with
interesting precision at the existing experiment. This means that the physics gain of the
upgrade cannot be assessed by merely applying a ‘1/ V/N’ scaling to the expectations of the
current detector. The topics which had been classified in the Exploration category for the
existing experiment will migrate to the class of Precision Studies. Improved knowledge of these
observables will be essential in understanding the NP which it is hoped that the LHC will
uncover.

The potential of LHCb extends far beyond quark flavour physics. Important studies are also
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Table 1.1: LHCb quark flavour physics goals, illustrated with selected examples for the current and
upgraded detector.

Exploration Precision studies
Search for By — p*pu~ down to SM Measure unitarity triangle angle v to
value ~ 4° to permit meaningful CKM tests

Search for mixing induced C'P violation
Current in B; system (20s) down to SM value Search for CPV in charm
LHCb
Look for non-SM behaviour in forward-
backward asymmetry of B® — K*u*pu~

Look for evidence of non-SM photon
polarisation in exclusive b — sy

Search for B® — ptp~ Measure B(Bs; — ptu™) to a
precision of ~ 10% of SM value

Study other kinematical observables Measure 203, to precision

in B - K*utu, e.g. Ar(2) < 20% of SM value
Upgraded Measure v to < 1° to match
LHCb CPV studies with gluonic anticipated theory improvements

penguins e.g. B, — ¢
Charm CPV search below 10~
Measure C'P violation in
B, mixing (A%,) Measure photon polarisation in

exclusive b — sy to the % level

possible in the lepton sector, including the search for lepton-flavour violating tau decays and
for low mass Majorana neutrinos. Furthermore, the forward geometry, precise vertexing and
particle identification capabilities of the detector give LHCb unique and exciting possibilities in
the areas as diverse as electroweak physics, the search for long-lived new particles, and QCD.
In all cases great benefit will come both from the increased sample sizes that will be made
available with the upgrade, and the flexible software trigger. More discussion is given to these
opportunities in Chapter 2.

1.3 Running LHCb with large pile-up

Recent running of LHCb, albeit at luminosities below nominal design, have approached inter-
action rates per bunch expected at the upgrade. The effect on the detector of much higher
number of visible interactions per crossing, i, than originally planned has therefore been ob-
served. The detector has been run with x values of up to 2.5, similar to those expected in the
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Figure 1.3: Invariant mass distribution of J/¢(u*pu~)¢(K T K~) candidates, using 35 pb~! of data.

upgrade scenario, while the nominal design value was u = 0.4. However, an upgraded LHCb
detector will experience larger bunch-to-bunch spillover, and track multiplicities will increase
somewhat given the expected doubling of the LHC beam energy.

Running at larger than design pile-up results in an increased combinatorial background and
lower reconstruction efficiency due to increased occupancy in the detector. Studies of 2010 data
suggest that these effects are much smaller than might initially have been expected.

Impact on combinatorial background The impact of the large pile-up on the combinato-
rial background has been studied extensively [11]. The invariant mass of J/¢(u*pu™)p(KTK™)
candidates, which are used to measure the By mixing phase, are shown in Fig. 1.3. These
candidates have been reconstructed in the data taken in 2010 with an average pu = 1.8. The
distribution shows a signal-to-background ratio (S/B) of around 5. This level of background
results in only a very small loss in sensitivity compared to that expected in nominal LHCb
conditions.

To extrapolate to even larger pile-up, Fig. 1.4 shows S/B extracted from the invariant mass
distributions of J/¢(u"u~)K* candidates as a function of the number of primary vertices
(PVs) reconstructed in the 2010 run. The S/B of By — J/v(u"p~)K* is comparable to that
of By — J/Y(utp™)¢(KTK™). However, the former decays have an order of magnitude more
statistics. This allows the S/B to be investigated in events with up to five PVs. The S/B value
is found to be independent of the number of PVs, due to the fact that the separation between
PVs is on the order of centimetres, while the resolutions of primary and secondary vertices
are ~ 60 pm and ~ 200 pm, respectively. For this core physics channel the LHCb detector
therefore performs very well in terms of S/B, even in the presence of large pile-up. For some
other channels, for example inclusive semileptonic decays such as B — DuX, some degradation
is observed.

Impact on track reconstruction efficiency To check the track reconstruction efficiency for
large pile-up, the 2010 data has been used to validate the reconstruction efficiency of charged
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Figure 1.4: Signal-to-background ratio for the invariant mass distribution of J/¢(u*p~)K* as a
function of the number of primary vertices reconstructed in the event.

tracks in Monte-Carlo simulation. The simulation results are in good agreement with the
observed efficiencies, which gives confidence in using the simulation to determine the maximum
pile-up at which the reconstruction of charged tracks would still work with the present LHCb
detector.

Owing to the limited number of LHC bunches in 2010, LHCb has not yet been exposed to
spill-over! from neighbouring LHC buckets. With the nominal number of bunches, 2622, the
probability that a consecutive crossing also has a pp interaction is 0.33 at u = 0.4, while at
1 = 2 this probability rises to 0.86.

The Outer Tracker subdetector is sensitive to spill-over and from p = 0.4 to p = 2 its
occupancy rises by a factor two. Other subdetector systems which are less sensitive to spill-over,
see the occupancy rise by a factor ~1.6. To test the reconstruction efficiency, crossings have
been simulated containing By, — ¢(K ™K~ )¢(KTK ™) decays, and the efficiency to reconstruct
the B, was determined. Compared to running at pu = 0.4, the loss in efficiency at y = 2 and 4
is respectively 13% and 36%. The deterioration in tracking efficiency due to large occupancies
is therefore expected to be small compared to the luminosity increase up to p = 2. For larger u
values, the increase in luminosity would be neutralised by the loss in reconstructing multi-body
final states.

1.4 Consequences for the upgrade strategy

The above would indicate that the present detector could run at luminosities L ~ 103 cm=2s™!
with ¢ = 2 if the machine reaches its nominal number of bunches. However, the present
detector is limited to a maximum read-out rate of 1.1 MHz. To trigger at an increased event

!The arrival time of each particle and electronic response may span more than the time interval between
consecutive bunches. The simulation takes this into account, also generating interactions in several bunches
around the bunch of interest.
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Figure 1.5: The trigger yield for different decays of B mesons. Each point is normalised to the trigger
yield expected in nominal conditions at a luminosity of 2 x 1032 cm™2s71.

rate requires a substantial change in the LHCb read-out architecture.

The present first level trigger (LO) is implemented in hardware [13]. Trigger selections are
made at the 40 MHz beam crossing rate using either the Calorimeters or the Muon System.
Criteria are based on the deposit of several GeV of transverse energy, Er, by charged hadrons,
muons, electrons or photons. While this provides high efficiencies on dimuon events, it typically
removes half of the fully hadronic signal decays. In these hadronic decays the Er threshold
required to reduce the rate of triggered events to an acceptable level is already a substantial
fraction of the B meson mass. Any further increase in the rate requires an increase of this
threshold, which then removes a substantial fraction of signal decays. As shown in Fig. 1.5,
the trigger yield therefore saturates for hadronic channels with increasing luminosity. While
it was shown above that LHCb would be able to run at L = 10% ecm~2s7!, the decrease
in LO-efficiencies, and especially the LO-hadron efficiency, would result in an almost constant
signal yield, independent of luminosity, for L > 2-3 x 1032 cm~2s~!. Unless the efficiency can
be improved by removing the LO 1 MHz limitation and introducing information that is more
discriminating than Er earlier in the trigger, the experiment cannot profit from increasing the
luminosity.

The most effective way of achieving such a trigger upgrade is to supply the full event
information, including whether tracks originate from the displaced vertex that is characteristic
of heavy flavour decays, at each level of the trigger. This requires reading out the whole
detector at 40 MHz and then analysing each event in a trigger system implemented in software.
A detector upgraded in this way would allow the yield of hadronic B decays to be increased by
up to a factor of seven for the same LHC machine run-time.

In order to supply displaced vertex information at the first level of the trigger, a tracking
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Figure 1.6: Layout of the current LHCb detector.

system which allows the pattern recognition to be performed quickly is essential. If the tracking
system can also improve the efficiency and, in particular, reduce the ghost rate, it may be
possible to avoid the efficiency loss for multi-body final states described above which limits the
present detector to ;= 2. Running at even higher pile-up would allow further gains in signal
yields.

1.5 Detector modifications

The current LHCDb detector is shown in Fig. 1.6. The detector elements are placed along the
beam line of the LHC starting with the Vertex Locator (VELO), a silicon strip device that
surrounds the proton-proton interaction region and is positioned with its sensitive area 8 mm
from the beam during collisions. It provides precise locations for primary pp interaction ver-
tices, the locations of decays of long-lived particles, and contributes to the measurement of
track momenta. Other devices used to measure track momenta comprise a large area silicon
strip detector (TT) located in front of a 4 Tm dipole magnet, and a combination of silicon
strip detectors (Inner Tracker, IT) and straw drift chambers (Outer Tracker, OT) placed be-
hind. Two ring-imaging Cherenkov (RICH) detectors are used to identify charged hadrons.
Further downstream a preshower (PS), scintillating pad detector (SPD) and Electromagnetic
Calorimeter (ECAL) are used for photon detection and electron identification, followed by a
Hadron Calorimeter (HCAL), and a system consisting of alternating layers of iron and cham-
bers (MWPC and triple-GEM) that distinguishes muons from hadrons (Muon System). The
ECAL, HCAL and Muon System provide the capability of first-level hardware triggering.

In this document the next chapter provides a detailed physics case for the LHCb upgrade,
and is followed by chapters describing the Trigger and Electronics. Implementing the 40 MHz
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read-out for the upgrade will require replacing all the front-end electronics. Apart from this,
coping with luminosities of 10*3cm™2s~! does not require substantial rebuilds of the Muon
System, Outer Tracker and calorimeters. For the RICH detectors, the vessels will be reused,
but since the front-end electronics is encapsulated within the current photon detectors (HPDs)
they will need to be replaced. The VELO sensors will also have to be replaced, due to the
increased radiation dose expected in the upgrade. The possibility of equipping it with pixel
sensors is under study, as discussed in Chapter 5. Replacement of the silicon tracking stations
is also required, since the front-end electronics is attached to the sensors. The possibility of
increasing the tracking efficiency by redesigning the stations is under investigation, as presented
in Chapter 6.

In addition, owing to the higher occupancies in the upgrade environment, the RICH aerogel
radiator and the first muon station (M1) will be removed. The removal of the PS and SPD is also
being considered. A new component of the particle identification system based on time-of-flight
(TORCH) is proposed to augment the low-momentum particle identification capabilities (see
Chapter 7). Upgrades to the calorimeters and Muon System are described in the subsequent
chapters, followed by a discussion of the simulations, and conclusion.

1.6 Time-line

LHCb expects to accumulate on the order of 5 fb~! in the years up to 2017. At that time it is
proposed to install the upgrade to allow ~ 5 fb™! to be accumulated each year. This upgrade
would not be tied to any luminosity increase of the LHC, as by that time it is expected that
L > 10**cm2s! will already be available. The open geometry of the LHCb detector will allow
portions of the upgraded detector to be installed in any reasonably long shutdown.



Chapter 2

Physics Justification

Introduction

The LHCb upgrade will pursue important and exciting physics goals in the flavour sector and
beyond. The upgrade augments the established strengths of the existing detector, for example
the forward acceptance, precise vertexing, and particle identification capabilities, with a flexible
software trigger, and the ability to run at a luminosity of 1033 cm~2s~!, which will enable a very
large data sample of ~ 50fb~! to be accumulated. The improvements to the present detector
will enable the detector to increase significantly the sensitivity that the experiment can attain
in its study of b- and c-hadron decays, and will make possible high precision measurements and
unique studies in many other areas of high energy physics.

In what follows, consideration is given first to the contribution that the upgraded experiment
will bring to the field of quark flavour physics. The extremely promising results obtained with
first data can already be used to extrapolate to the performance of the future detector. It
is argued that measurements in the hadronic flavour sector, i.e. decays of beauty and charm
hadrons, have great and wide-ranging sensitivity to New Physics effects. These measurements
will be a powerful method both to search for New Physics, and to characterise its nature when
found. As such, they constitute an indispensable element of LHC exploitation. The upgrade to
the detector proposed in this document is necessary for this programme to proceed throughout
the lifetime of the LHC.

The scientific goals of LHCb, however, extend far beyond quark-flavour physics. The up-
graded experiment can be regarded as a multi-purpose detector in the forward direction. The
unique acceptance, coupled with the flexible trigger, will enable LHCb to make measurements
that are either complementary to, or of higher sensitivity than, those which are possible at
the LHC general-purpose detectors (ATLAS/CMS) and other facilities. Examples include the
search for long-lived exotic particles, and measurements in the electroweak sector such as the
determination of the weak mixing angle. A brief survey is therefore made of various opportu-
nities which exist for LHCb in the lepton sector and in non-flavour topics. In most of these
areas work is only now beginning, and further study is needed to quantify more precisely the
sensitivities that can be achieved. Nevertheless, a clear message emerges as to the richness of
the physics possibilities that are open to LHCb beyond the studies of b and ¢ decays.

10
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2.1 Quark Flavour Physics

2.1.1 Motivation and strategy

The LHCb detector was constructed to study the physics of flavour and its unique capability
to probe this sector remains at the core of the physics programme of the upgraded experiment.
This is motivated by one of the major unsolved scientific challenges for particle physics, namely
the quest to understand the origin of the asymmetry between matter and antimatter in the
Universe.

Previous experiments have made a number of measurements of C'P violation in the quark
sector, and until now all results are compatible with a sole source of asymmetry arising in the
Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix [14]. For reviews of the status of the
field, see, for example, Refs. [15,16]. However, it is well known that the Standard Model (SM)
C'P violation is insufficient to explain the magnitude of the baryon asymmetry of the Universe,
and therefore further sources of C'P violation must exist. It is possible that these new sources
could be found in the lepton sector, or indeed in an extended gauge sector. Nonetheless,
the best chance of finding non-standard C'P violation effects within the next decade is in the
quark sector, due to the high precision that can be achieved with an upgraded LHCb detector
exploiting the copious production of charm and beauty hadrons at the LHC.

Flavour observables are also highly sensitive to physics beyond the Standard Model, even
in models which do not introduce any new sources of C'P violation. The suppression of flavour-
changing neutral currents in the SM is one of the most severe constraints for model builders,
and effects of virtual particles in rare processes can modify decay rates dramatically from their
SM predictions. Historically, such observations resulted in the prediction both of the existence
and the properties of the charm quark, as well as the third family (bottom and top quarks)
well before colliders reached the energies necessary to produce these particles.

Indeed, there are excellent prospects for major discoveries in the first phase of LHCb op-
eration. If, for example, the true value of the C'P violation phase in B, or D° oscillations,
or that of the decay rate for B, — p*pu~, is substantially altered from the SM prediction,
then LHCb measurements will prove the existence of New Physics (NP). Of course, there may
also be discoveries of beyond-the-SM physics at ATLAS and CMS. In these scenarios the role
of the upgraded LHCb experiment will be to characterise NP, i.e. to understand what is the
correct model describing the new phenomena and to measure its parameters. Examples of the
impact of measurements from the upgraded LHCb experiment on some illustrative models are
given below. In the less favourable scenario that there is no early discovery at the LHC that
is inconsistent with the Standard Model, it will be necessary to maximise the possibility of the
discovery of New Physics, leaving no stone unturned in the search. The flexible software trigger
of the LHCDb upgrade will be crucial for this purpose.

To illustrate the impact of the LHCb upgrade beyond the first phase of LHCb operation,
we consider some of the key physics analyses discussed in the recent Roadmap document [11].
In each case, the upgraded experiment will provide a significant increase in the physics reach as
new regimes of sensitivity are reached, and as the data samples become large enough to study
additional decay modes.
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Measurement of mixing-induced CP violation in By — J/¢¢
First phase Find or rule out large deviations from SM
Upgrade Precise measurement of B, oscillation phase
Charmless hadronic two-body B decays
First phase Measure C'P violation in two-body decays
Upgrade Analysis of theoretically clean vector-vector final states
The tree-level determination of the unitarity triangle angle ~
First phase Measure with ~ 4° uncertainty to allow for CKM tests
Upgrade Achieve < 1° precision to match anticipated progress in lattice QCD
Analysis of the decay B, — " pu~
First phase Find or rule out large deviations from SM
Upgrade Make precision measurement and extend programme to B® — putpu~
Analysis of the decay B — K*0u*tu~
First phase Measure the zero-crossing point of the forward-backward asymmetry
Upgrade Exploit the NP sensitivity of the full kinematic distributions

These measurements are discussed in more detail in the remainder of this section, together with
illustrative examples of other important avenues of study, such as the measurement of photon
polarisation in exclusive b — sy*) decays and the search for C'P violation in charm.

In the first phase of the experiment, LHCb will explore areas that (some first measurements
by the Tevatron experiments notwithstanding) are virgin territory. Whatever the outcome of
this initial exploration, precision measurements of these important quantities will be required.
Since the proposed “Super B-factory” experiments cannot compete in a number of key mea-
surements, this can only be done with the LHCb upgrade. LHCb has unique potential in the
B and b baryon sectors, since these particles are not produced in e*e™ collisions at the T(4S)
resonance. It will be the only experiment that can perform time-dependent C'P violation mea-
surements in the B, system. Moreover, in exclusive final states composed solely of charged
particles, LHCb will accumulate enormous numbers of events, far in excess of what will be
available at any other facility. These will allow for super-precise measurements of fundamental
quantities such as the C'P violating angle v, and unchallenged sensitivity to C'P violation in
charm. A summary of the achievable sensitivities for some key channels is given in Table 2.1,
based on the studies presented in [11] and recent updates.

2.1.2 Impact on New Physics models

In any scenario, the LHCb upgrade will provide measurements that will be essential to under-
stand the physics landscape that this decade will unveil. In this section we provide some brief
examples of the impact of the experiment.

The minimal flavour violation (MFV) hypothesis [17] has been proposed to resolve the
tension between the need for physics beyond the SM to manifest at the TeV scale in order to
resolve the hierarchy problem, and the apparent absence of effects from new TeV-scale particles
in flavour observables (see Refs. [18,19] for reviews). MFV requires that all sources of flavour-
and C'P-violation in the quark sector have the same pattern as those of the SM, namely the
CKM matrix. This can be (albeit sometimes rather unnaturally) satisfied in a range of NP
models, including supersymmetry. While such models predict that all measurements of C'P
violation will be consistent with the SM, large enhancements are possible in rare decays. A
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Table 2.1: Sensitivities of the LHCb upgrade to key observables. For each observable the current
sensitivity is compared to that expected after LHCb has accumulated 5 fb~! and that which will be
achieved with 50 fb~! by the upgraded experiment, all assuming /s = 14 TeV. (Note that at the
upgraded experiment the yield/fb~! in hadronic B and D decays will be higher on account of the

software trigger.)

Type Observable Current LHCb | Upgrade Theory
precision | (5 fb™1) | (50 fb~1) | uncertainty
Gluonic S(B, = 69) - 0.08 0.02 0.02
penguin S(B, — K*K*0) - 0.07 0.02 < 0.02
S(B® — $KY) 0.17 0.15 0.03 0.02
B, mixing 28, (B, = J/vd) 0.35 0.019 | 0.006 | ~ 0.003
Right-handed S(B, = o) - 0.07 0.02 <0.01
currents A2 (B, — ¢) - 0.14 0.03 0.02
E/W AP(BY — K0t po) - 0.14 0.04 0.05
penguin so Apg (B — K*Ou* ™) - 4% 1% ™%
Higgs B(Bs — ptp™) - 30% 8% < 10%
penguin % - - ~ 35% ~ 5%
Unitarity v (B — D®K®) ~ 20° ~ 4° 0.9° negligible
triangle v (Bs — DyK) - ~T° 1.5° negligible
angles B (B — J/ K°) 1° 0.5° 0.2° negligible
Charm Ar 25x107% [2x107* [ 4x107° -
CPV Ad(KK) — Adn(nr) |43 %x 1072 | 4x107* | 8 x 107° -

striking example is the branching fraction of the decay B, — p* ™, which in the CMSSM at
large values of tan 3 (the ratio of Higgs vacuum expectation values) is proportional to tan® 3 [20].
Enhancements above the SM prediction of B(By — pTu~) = (3.6 £0.3) x 1079 [21] right up to
the current experimental upper limit of 5.1 x 1078 [22] are therefore possible.

Although MFV can easily be disproved (for example by any measurement of C'P violation
that is inconsistent with the SM), it will be difficult to establish for certain if it is an underlying
feature of nature. Yet if NP does respect MFV, it will be crucial to know this for sure, since
it will provide insight into the underlying physics at very high energies. For example, in
supersymmetry MFV is realised if the supersymmetry breaking terms are flavour-blind at the
appropriate scale. A proof of the MFV hypothesis can be achieved only by showing that physics
beyond the SM exhibits its characteristic flavour-universality pattern. In particular, it is crucial
to measure the ratio B(B° — p*u~)/B(Bs — ptp~), since MFV predicts that this is given by
its SM value, |V;4/ Vts\2. This correlation is shown in Fig. 2.1, where MFV is contrasted against
a range of other NP models. Observation of B® — u*pu~ requires huge statistics and excellent
control of backgrounds, and can only be made by the upgraded LHCb experiment.

As an alternative to MFV, we consider a model that has received a lot of attention in the
literature recently (see, for example, Refs. [24]), namely the Standard Model extended to four
families (SM4). In the quark sector, this model has an extra seven parameters compared to
the Standard Model: the masses of the two new quarks (¢, b’) plus five new quark-mixing
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Figure 2.1: Correlations between B(Bs — utp~) and B(BY — pu7) in models respecting the MFV
hypothesis (straight line) and in a range of alternative models. From Ref. [23], which gives a full
definition of the various models. The vertical dashed line represents the experimental limit. The
allowed values in the SM are restricted to the region of the yellow star.

parameters, related to the fact that the four-family version of the CKM matrix has nine free
parameters instead of just four as in the SM. These five new quark-mixing parameters can be
written as three mixing angles plus two new C'P-violating phases. The consistency of current
flavour measurements with the SM places limits on the sizes of the new mixing angles, while
direct searches and electroweak fits constrain the masses of, and the mass difference between,
the ¢ and b’ quarks.

In contrast to models with MFV, in SM4 new C'P-violating phenomena can be expected
due to the two new phases. Measuring the underlying parameters of the model becomes a
significant challenge due to their strong correlations in most observables. Particularly crucial
due to their relatively clean interpretations are the C' P-violating asymmetries of D°, B® and B,
oscillations and the phase v [25]. The latter, in particular, can be determined from B — DK
processes with negligible theoretical uncertainty—it yields the SM value of v even in extended
models. Only the LHCb upgrade can make the complete set of these measurements with the
precision necessary to disentangle the underlying parameters of the model.

As an aside, we note that it is natural to expect that, if there is a fourth family of quarks,
the lepton sector will be similarly extended. This can lead to some interesting phenomenology
that the LHCb upgrade would be well-placed to explore, as discussed in Section 2.2.1.

2.1.3 CP violation

CP Violation in B, Oscillations
One of the primary goals of LHCb is to probe NP in By mixing. The golden channel for
this analysis is By — J/1¢, which is dominated by a b — ccs tree diagram, and therefore is
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sensitive to the weak phase s = arg (—VisV;i/VesVey) with little theoretical uncertainty. The
measurement proceeds by analysis of the time-dependent and angular decay distributions of B,
mesons. The time-evolution of a B, meson that is tagged as B or B, at time ¢ = 0 to a final
state f is given by [26]

—1/7(BJ) AT
Lp_s(t) = L[cosh (—St)

47 (By) 2
AT
+S sin(Am,t) — Cy cos(Am,t) + A?F sinh (?St) } :
Nyet/7(Bs) ALt
Lp,_f(t) = J:lT(B ) cosh 5 )
Al t
— Sy sin(Amst) + C cos(Amgt) + A?F sinh ( 5 ) } . (2.1)
where
2Im(Ay) 1— A ar _ 2Re(Xy) q Ay
S = 7 1\ 19 = T\ 190 = T3 N 190 d A
PTTEIGE TR Y T T Y Y T Ay

Note that (Sy)* + (Cf)* + (.AAF) = 1 by definition, and that in contrast to the C'P-violating
asymmetry parameters Sy and C, the parameter .AAF appears with the same sign in both B,
and B, decay time distributions, and can therefore be determined from untagged analysis.

The parameters Ay and A; are the complex amplitudes for the decay of B, and Bj to
the final state f, respectively. For a C'P eigenstate decay, A\; takes a single value (so that if,
for a decay to a CP-even eigenstate, the b — ccs tree diagram is dominant, Sy = sin(20,)
and AP" = —cos(203y)) but for a vector-vector final state Ay is written as a function of the
contributing helicity amplitudes, appropriately weighted for each particular point in phase
space, giving a more complicated dependence on (35 [26]. The parameters g and p describe the
eigenstates of the effective weak Hamiltonian of the B, B, system (see Eq. 2.2 below). The
constant Ny is a normalisation factor.

In the Standard Model, the value of (3, is constrained from global fits to the CKM matrix
to be close to zero (see, for example, Refs. [5,6]), 28, = —2n\? = —0.036340.0017 rad, where 7
and A are the Wolfenstein parameters [27] of the CKM matrix. Although first measurements of
Bs have been made by CDF [7] and DO [8], the results to date do not provide a very significant
constraint.

The signals of J/9 K™ and J/¢¢ decays seen in the early LHCb data shown in Fig. 2.2
are in line with the expected yields. Moreover, it has already been possible with 2010 data,
and using hadronic final states such as B, — D, to resolve the very rapid By oscillations and
measure Amy, the parameter which determines the mixing frequency. The likelihood scan as
a function of Amy is shown in Fig. 2.3. A clear minimum is seen, and the preliminary analysis
yields Am, = 17.63 £ 0.11 (stat) +0.04 ps—! [28], in good agreement with the value from the
Tevatron of 17.77 +0.12 ps~! [29].

Given these encouraging first results from data, and from the results of simulation sensitivity
studies [11], we can be confident that with 5 fb~! accumulated during the first phase of LHCD,
(s will be determined with a statistical precision comparable to the central value of the Standard
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Figure 2.2: Signals for (left) B® — J/¢K* and (right) B, — J/t¢¢ seen in ~ 34 pb~! of LHCD data
accumulated in 2010.
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Figure 2.3: LHCD preliminary likelihood profile scans for Amg for a wide Amg range (left) and a
narrower one (right). Only statistical uncertainties are considered for these scans [28].

Model prediction [11]. This accuracy is good enough to establish a New Physics effect if it is
only three times larger than the SM.

If no anomalous effect is seen, it will be necessary to improve the precision to be able to
observe C'P violation at the SM level. In this case, and also if anomalies are found, it will
be necessary to control both experimental (systematic) and theoretical uncertainties. These
challenges can be tackled in the upgraded experiment using several complementary approaches.

e The measurement using J/1¢ decays can suffer systematic uncertainties from acceptance
effects since an angular analysis of the vector-vector final state is required:
— [3s can be measured using B, decays via b — c¢s transitions to pure C'P eigenstates
such as DI D_ and J/v f5(980), which has recently been observed for the first time by
LHCb, as shown in Fig. 2.4 [30].

e Contributions from S-wave KK~ under the ¢ peak can bias the measurement if not
properly accounted for [31]:
— the additional amplitudes can be included in the fit, which will remove the bias [32].

e Uncertainties arise in the SM prediction due to suppressed (penguin) contributions to the
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Figure 2.4: Signal for By — J/1¢£(980) seen in ~ 33 pb™! of LHCb data accumulated in 2010 [30].
(Left) Bs candidate invariant mass distribution for candidates with |m (7t 7~) — 980 MeV| < 90 MeV;
(right) m(m 7 ™) distribution for candidates with |m(J/¢7t7™) — 5366 MeV| < 30 MeV.

decay amplitude:
— the SM uncertainties can be bounded from data using the B, — J/@DK(*)O decays [33,
34]; B, can be measured in the penguin-free B, — D% channel [35].

The upgraded LHCb experiment will also allow for a significant improvement in the knowl-
edge of the C'P violating phase in B oscillations, 3. While the measurement of sin 23 using
the decay B° — J/¢¥ K2 will be a calibration measurement in the early period of LHCb data
taking, the very high statistics of the upgraded experiment will allow for a significantly better
sensitivity than the present world average. Similar strategies to those discussed above for the
B oscillation phase can be used to control theoretical uncertainties.

A complementary approach to search for New Physics effects in B, oscillations is through
the measurement of C'P violation that arises in the mixing amplitude itself (as opposed to
the effects discussed above, which correspond to C'P violation in the interference of mixing
and decay). The parameters p and ¢ introduced in Eq. 2.1 are defined by writing the mass
eigenstates of the effective weak Hamiltonian [26]

|Br) =p|Bs) +q|Bs) |Bi) = p|Bs) — q|By) (2.2)

where |p|° + |¢|*> = 1. CP violation in mixing occurs when |¢/p| # 1, and a CP violation
parameter can be defined in analogy with the kaon system as eg, = (p—¢q)/(p+¢q). This can be
measured using flavour-specific decays where the quantity determined is the so-called flavour-
specific asymmetry, Ag(B;). Inclusive semileptonic decays provide a convenient high-statistics
sample with which to determine this quantity,

U(BIBY — 171" X) =T (BIB) = I'I"X)  |p/q|” - |q/p|” _4Re(ep,) (2.3)
[(BYBY — I=1-X) +T (BYB° — I*I+X)  |p/ql* + |a/p|* Tt et T

Afs(Bs) -

The SM prediction is Ag(Bs) = (2.06 & 0.57) x 107° [36], and hence any asymmetry larger than
~ 10~* could only be a consequence of NP.
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Figure 2.5: Signal for By — D*f~vX seen in ~ 20 pb™! of LHCb data accumulated in 2010 [37].

If the inclusive approach is applied in a hadronic environment, the quantity measured is a
linear combination of the flavour-specific asymmetries in B® and B, decays. This approach has
recently been used by the DO collaboration [9,10], with the result

A = (0.506 % 0.043) x Ag(B°) 4 (0.494 £ 0.043) x Ag(Bs) (2.4)
= —0.00957 + 0.00251 (stat.) + 0.00146 (syst.) , (2.5)

which is 3.2 standard deviations from the Standard Model prediction (the SM gives Ag(B°) =
(—4.8719) x 107* [36], so that A% (SM) = (=2.3%02) x 1074 [9]).

One urgent goal of the first phase of LHCD is to confirm or rule out this anomaly. Large yields
of semileptonic decays have already been recorded and have been used to measure the bb pro-
duction cross-section [12] and to make the first observation of the decay By — D u~vX [37],
shown in Fig. 2.5. Due to the high precision required, it is necessary to use methods with in-
trinsically low levels of systematic uncertainty. The favoured approach in early data taking is to
examine the difference between the BY and B, flavour-specific asymmetries, identifying B° and
B by their decays to D~ pt X and D u™ X respectively, using the identical final state KT K~ 7~
for both D™ and D decays, thereby suppressing biases from any detector asymmetries. A very
precise measurement is possible with 5 fb™* (38,39].

If NP is found in this measurement, it will be necessary to perform separate measurements
of Ag(B°) and Ag(Bs), rather than their combination, to isolate the origin of the effect. While
more precise measurements of Ag(BP) could potentially be made at future eTe™ B-factories,
competitive measurements of the B, system can only be made at LHCb. Here it will be difficult
to use semileptonic decays, since the systematic uncertainty due to intrinsic detector asymmetry
will be hard to control. However, the hadronic decay B, — D, 7™ is flavour-specific, and gives
a symmetric final state when the D; — KTK ™7~ decay is used [39]. This analysis will require
both very large statistics and a flexible trigger with high efficiency on hadronic decay modes,
and therefore can only be carried out at the upgraded LHCb experiment.

As an aside, we mention that among the broad physics programme that can be achieved
using semileptonic decays, the upgraded LHCb experiment has promising sensitivity to the



2.1. QUARK FLAVOUR PHYSICS 19

o [~ No [~
> LHCb > LHCb
0102 s 0102 s
o [ Preliminary o [ Preliminary
§ [ Vs=7TevData § [ Vs=7TevData
=} =}
P t P
[= [=
¢ 10 ¢ 10
I I
£ =
1 1
PP BN B P I L PR ERPRRFAPPIER | ERY (N NI P 0 PO L N Y
4.9 5 5.1 5.2 53 5.4 55 5.6 5.7 5.8 4.9 5 5.1 5.2 53 5.4 55 5.6 5.7 5.8
Invariant mass (GeV/c ?) Invariant mass (GeV/c ?)

Figure 2.6: Signals for (left) B,y — K~ 7t and (right) By — K*7~ seen in ~ 35 pb~! of LHCb
data accumulated in 2010. Signals for both BY and B, decays are visible at the expected levels, and
the uncorrected C'P asymmetries are consistent with previous measurements [43].

decays B — D®ry. The rates of these decays are sensitive to New Physics in two-Higgs-
doublet models, including supersymmetry, since tree-level diagrams involving charged Higgs
bosons can interfere with the W-mediated SM amplitude [40]. The B — D™ 7v decays hence
probe the same physics as the ee™ B-factory golden channel B* — 77 v, but in addition allow
for the study of kinematical observables that provide further NP sensitivity [41]. The signature
of B — Dty decays at LHCbD is a three-prong 7 decay together with a D™ meson, both
displaced from a B vertex that is itself displaced from the primary vertex. The decay has a
large branching fraction, so very large statistics are in principle available. However, owing to
the high multiplicity of the final state, the efficiency for the decay to pass a transverse energy
threshold in the trigger is suppressed. This analysis will therefore benefit significantly from the
flexible trigger strategy of the LHCb upgrade.

CP violation in charmless hadronic decays

Charmless hadronic B decays are in principle highly sensitive to NP, since they proceed through
rare decay topologies such as penguin diagrams. However, it is an experimental and theoretical
challenge to control SM uncertainties to the precision necessary. In the first phase of LHCb,
the emphasis is on decays to two charged particles, where clear signals have already been
observed [42], as shown in Figs. 2.6 and 2.7. In early data, we expect to make the world’s first
observations of direct C'P violation in By and A, decays, and to measure time-dependent C'P
violation in By, — K1TK~ decays, which is sensitive to NP. We also expect to observe many
new interesting decay channels, such as B, — K*0K*0.

In the upgraded experiment, it will be possible to measure time-dependent C'P violation
in channels that have only recently been discovered, and even in some that have not yet been
observed. In particularly, the penguin-dominated decays B, — ¢¢ and B, — K*°K*0 are
particularly sensitive to NP [44]. For the former, the SM prediction for the time-dependent
C'P violation is very close to zero due to a cancellation of the B, mixing and decay phases [45].
A SM calculation using QCD factorisation gives a theoretical upper limit of a 2% effect [46].
After collecting 5 fb~! of data with the LHCb experiment, the statistical sensitivity to C'P
violation in B; — ¢¢ is expected to be about 0.08 [47]. The lifetime resolution and acceptance,
the angular acceptance, the Bj lifetime and mass differences and the background model will
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Figure 2.7: Signals for (left) Ay, — pK~ and (right) A, — pr~ (both including charge conjugate
modes) seen in ~ 35 pb~! of LHCb data accumulated in 2010.

contribute to a total systematic error of about 0.01. Therefore the precision will be at about
the same level as achieved by the B-factories for the related modes B — ¢Kg and B® — n'Kg,
and more statistics will be necessary for further improvement.

The LHCDb upgrade will substantially improve the measurement of C'P violation in By, — ¢,
since this a hadronic mode which will benefit maximally from the detached vertex trigger. To
reach the highest precision it will be necessary to remove the possible S-wave contributions from
non-resonant By, — ¢KTK~ and By — ¢fy decays [31]. Studies have shown that these can
be incorporated into the analysis without causing a bias, albeit with an increase in statistical
error of less than 15% [32]. With 50 fb~! of data accumulated with the upgraded experiment,
a sensitivity of a few percent, comparable to current estimates of the theoretical uncertainty,
is achievable.

The decay B, — K*°K*° has similar phenomenology to B, — ¢¢, and the experimental
sensitivities that can be reached in the two cases are also comparable. The advantage of this
mode is that the SM contribution can be determined from data in a model-independent analysis
that uses information extracted from the related B® — K*YK*0 decays [48].

The polarisation of the decays B, — ¢¢ and B, — K**K*0 is also of great topical interest,
due to the so-called “polarisation puzzle”, i.e. the unexpectedly large transverse polarisation
observed in B — ¢K* and B — pK* decays (see Ref. [49] for reviews). The polarisation of
B, decays to charmless vector-vector final states can be measured to high precision since the
analysis does not require flavour-tagging.

The LHCb upgrade will also improve the precision of several interesting measurements
involving ¢ mesons, such as B — ¢KJ and B® — ¢K*°. The CP violating asymmetry in
®KY can be measured to an accuracy of 0.03 and is expected to be similar to the theoretical
uncertainty.

The LHCb upgrade will also be uniquely capable of making the first detailed analyses of
multibody decays of the B, meson, such as B, — Kgntn~ and B, — K¢K*nT. Together
with the related B and B* channels, analyses of the Dalitz plot distributions provide several
exciting prospects for NP searches [50].

Measurement of the CKM Unitarity Triangle angle ~
Searches for New Physics in C'P violation effects require precise measurements of Standard
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Figure 2.8: Signals for (left) BT — D% and (right) BY — DK™ seen in ~ 34 pb~! of LHCD data
accumulated in 2010. In both cases the D® — K~7t decay is used.
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Model benchmarks to compare against. Key to this programme is the measurement of the CKM
Unitarity Triangle angle v, which can be determined with negligible theoretical uncertainty
using B — DK decays such as B — DK™ [51], B® — DK*° [52] and B, — DT K®* [53].

At present, 7 is the least well-determined of the three angles of the Unitarity Triangle, and
does not provide any significant constraint in global fits fits to the CKM matrix carried out by
groups such as CKMfitter [5] and UTfit [6]. This situation will change when results become
available from LHCb.

The signals of B — Dm and B — DK decays already seen by LHCb, shown in Figs. 2.8
and 2.9, illustrate the impact on v that LHCb will make with early data. By combining ~
measurements from B — DK and B, — DJK®, a sensitivity of 3° is expected with 5 fb™',
However, precision at the level of one degree or below is necessary to avoid limiting the sen-
sitivity of the global CKM fits to New Physics. Specifically, the indirect constraint on ~ from
the magnitude of the CKM matrix element V,;, and the ratio of mass-differences in the neutral
B systems, Amg/Amg, is expected to reach sub-percent accuracy as more advanced lattice cal-
culations become available [54]. This motivates a concerted effort to provide the best possible
measurement of .
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Only the LHCb upgrade will provide the huge statistics needed to reach the precision that
is necessary to remove the Standard Model uncertainty in New Physics searches. Indeed, the
measurement of v is ideally suited for LHCb, since it is based largely on analyses (i) that do
not require flavour-tagging, and (ii) that exploit LHCb’s unique capability to trigger on fully
hadronic decay modes. Due to this second reason, the measurement will benefit greatly from
the improved trigger strategy of the upgraded experiment. With 50 fb™', v will be determined
to better than 1° precision. This will allow to test the consistency of the SM at the percent level.
Moreover, as discussed in Section 2.1.2, once new sources of C'P violation are established the
measurement of v will be particularly important to disentangle the parameters of the underlying
model.

2.1.4 Rare decays

Measurement of B, — u = and B — putpu~

One area where the impact of the increased statistical power of the upgraded LHCb experiment
is profound is in rare decays. There are several key modes that offer large discovery potential.
One of the most interesting is the very rare decay B, — pu* ™. As discussed in Section 2.1.2, this
flavour-changing neutral current is heavily suppressed in the SM, and is highly sensitive to New
Physics [55]. In particular, in the CMSSM at large tan 3, the branching fraction B(Bs — p*u™)
increases as tan® 3, where tan 3 is the ratio of Higgs vacuum expectation values, and depends
on the gaugino mass, m;,, and the trilinear soft supersymmetry-breaking parameter Ay. The
predictions of Ellis et al. [56] are shown in Fig. 2.10. The measurement of this branching fraction
provides one of the strongest constraints on the parameters of this model at high tan 3.
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Figure 2.10: Predictions for B(Bs; — u ™) as a function of the gaugino mass m; /2 for selected values
of tan § and the Ay mass. From Ref. [56].
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Figure 2.11: Discovery potential of LHCb to B(Bs — utu™) as a function of integrated luminosity
for 14 TeV centre-of-mass energy collisions. The upper (lower) curve shows the data sample necessary
to discover the decay with 5 (3) o significance.

LHCb has searched for B, — p*pu~ using about 40 pb~! collected in 2010 [57]. No signal
is found, and an upper limit is set at the 90% C.L. of 43 x 107°. This is already very similar
to the corresponding limits placed by the Tevatron experiments, which are 36 x 1079 [58] and
42 x 1079 [59], obtained by CDF and DO with 3.7 fb~! and 6.1 fb™! respectively.

The sensitivity of the first LHCb result agrees with the expectations from the Monte Carlo,
and gives confidence for the future of this search over the coming years. The discovery po-
tential of LHCD is shown in Fig. 2.11 as a function of integrated luminosity. The figure is
made assuming a centre-of-mass energy of 14 TeV. Although the sensitivity of the Tevatron
experiments will rapidly be surpassed, a 5o discovery will require several years of operation
if B(B; — ptp~) is at the SM level, or below. (It is also worth drawing attention to the
possibility that in several NP models, in particular those with a Higgs singlet, the branching
ratio may indeed be suppressed with respect to the SM value [60].)

Whether or not the decay is observed in early LHC data, further improvement will be neces-
sary in the knowledge of its branching fraction. It is important to note that the measurement is
expected to be statistically limited. Until recently the knowledge of the ratio of fragmentation
fractions, fs/ f4, was thought to provide a limiting factor. However, LHCb has already measured
this ratio with semileptonic decays to 10% accuracy [61], and further improvement will occur.
Alternative methods to measure f;/f; using hadronic decays have also been proposed [62].

With a 50 fb~! data sample the upgraded LHCb experiment would be able to measure the
branching ratio B(Bs, — pu*u™) to about 8% precision if it is at the SM level. This will provide
unique insights into the flavour properties of NP, and will put very stringent constraints on
SUSY models in the large tan 3 regime. In the ideal scenario that SUSY particles are discovered
at ATLAS and CMS, the combination of their results with those from the LHCb upgrade will
allow the best constraints on the parameter space.

As soon as By, — ptpu is observed for the first time, attention will turn to its sister channel,
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BY — puTp. As discussed in Section 2.1.2, the correlation between the branching fractions
of these two channels is extremely useful to distinguish between different NP models, and is
essential to confirm or rule out the MFV hypothesis [63]. The B° decay is both much rarer than
the B, decay, and suffers from a larger background from pion misidentification and decay-in-
flight, since the branching fraction for B® — 77~ (5 x 107 [43]) is much larger than that for
By — mtr (< 1.2x 107 [64]). Therefore the full statistics of the upgraded LHCb experiment,
together with excellent control of this background, will be necessary to measure the B® — p7p~
decay.

Analysis of B® — K*%u*u~ and related decays

Exclusive decays of the type H, — H,utp~, where Hy is a b-flavoured hadron and H, is a
hadronic system containing an s quark produced in a b — s flavour-changing neutral current
transition as well as the spectator quark(s) from Hj, have a high sensitivity to New Physics.
Many of these can be reconstructed in large quantities at LHCb: the archetypal channel in
this category is B® — K*%uu~, but other decays such as BY — KTutu~, BT — K{utu~,
B — K3%u*ru~, By — ¢ptp~ and Ay — A®ptpu~ will be available in large quantities at the
upgraded LHCb experiment, and provide complementary New Physics sensitivity.

One of the characteristic features of the B® — K*9uTu~ decay is the forward-backward
asymmetry in the angular distribution of the muons in the dimuon rest-frame (relative to
the B direction) as a function of the dimuon invariant mass, ¢?. This asymmetry arises
as a consequence of interference between the contributing electroweak diagrams, and can be
expressed in terms of the Wilson coefficients C7,, Cy and Cy (see Ref. [4] for a review). Since
the relative amplitudes of the interfering diagrams vary as a function of ¢?, there is a point
at which the forward-backward asymmetry crosses zero, usually denoted ¢*> = sy;. Due to a
cancellation of hadronic uncertainties, the value of sy is cleanly predicted in the SM to be
so = (4.367033) GeV? [65]. First measurements of the differential distributions have been
made by the B-factories and CDF, with results providing an exciting hint of a deviation from
the SM prediction [66].

One of the main objectives of the first phase of LHCb data taking is a precise measurement
of the forward-backward asymmetry in B® — K*°u*pu~ decays. LHCb expects to collect 2100
BY — K*%u* i~ decays per 1 fb~! at /s = 14 TeV, allowing s to be measured with precision
comparable to the theory error after a few years of data-taking [11]. If large NP effects are
present, as hinted at by the current measurements, LHCb will measure a deviation from the
SM prediction with high significance. Whether or not NP effects manifest themselves in the
early data, it will be necessary to perform higher statistics studies in order to exploit the full
sensitivity of these decays.

The B — K*°u* = decay provides extremely rich phenomenology due to the many different
kinematic observables that can be studied. In addition to the forward-backward asymmetry,
one particularly interesting observable is the transversity asymmetry A(T2 ) that can distinguish
between different New Physics models [67, 68]. Ag,?) is highly sensitive to new right-handed
currents to which the forward-backward asymmetry is blind. In the theoretically favoured
region, 1 GeV? < ¢*> < 6 GeV?, the resolution in Ag) is estimated at 0.14 with 5 fb~! of
integrated luminosity [68]. This is illustrated in Fig. 2.12 where we show Ag) versus ¢? for
the SM and a NP model as well as the experimental sensitivity. It is clear that a larger data
sample will be necessary in order to probe the full parameter space. These measurements can
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Figure 2.12: (Left) A(T2 ) in the SM in green and with NP in blue. The inner line corresponds to the
central value of each curve. The dark orange bands surrounding it are the NLO results and the external
dark green/blue bands correspond to a 10% correction for each spin amplitude. (Right) expected
experimental sensitivity, assuming the SM central values. The inner and outer bands correspond to
1o and 20 statistical errors with a yield corresponding to a 10 fb~! data set from LHCb.

only be performed at the upgraded LHCb experiment, since no other experiment can reach the
necessary level of statistics.

Among related modes, several provide interesting complementary NP searches. The forward-
backward asymmetry in Bt — KtuTpu~ is zero in the SM, but can take different values in
models with new scalar or pseudoscalar couplings to the leptons [69]. It is also of interest to
study the ratio Rx = B(BT — K*ete™)/B(BT — K*u"u~), which is equal to unity to good
accuracy in the SM, and can be affected by NP [70]. Signals for the Bt — K*uTu~ decay
have already been seen by LHCb, as shown in Fig. 2.13. Similarly, the Bt — K| uTu~ and
B — K3°u* 1~ decays provide means to search for NP effects when the meson in the final state
is an axial-vector or a tensor, respectively. Similarly, the baryons involved in A, — A®) pu*
provide another handle on potential NP amplitudes. The unique feature of B, — ¢u™u~ is
that it allows C'P violation in interference between mixing and decay amplitudes to be probed.
The upgraded LHCb experiment has unsurpassed potential for all of these analyses.

Measurement of photon polarisation in exclusive b — sy*) decays
Since b — s7v is a theoretically clean flavour changing neutral current transition, decays medi-
ated by this amplitude are highly sensitive to NP. (We include here the K*ete™ final state.)
One particularly interesting feature of this system is that in the SM, the emitted photon is
highly polarised. However, this is not the case in extensions of the SM that introduce new
right-handed currents. It is therefore of great importance to measure the emitted photon po-
larisation, which is an experimental challenge.

One particularly promising approach is to study the time-dependent decay distribution of
Bs — ¢ [71]. The key feature of the analysis is that if the emitted photons are polarised,
there is no interference between B, and B, decays (since the final states are, in principle,
distinguishable). However, if the photons are not fully polarised, C'P violation effects can
occur at rates that depend on the level of polarisation as well as on the weak phase. Two
particularly attractive features of the analysis of By — ¢y, compared to similar measurements
in the BY system, are that (i) the ¢ — KK~ decay provides a clean signature, with the tracks
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Figure 2.13: Signal for Bt — K*utpu~ seen in ~ 37 pb~! of LHCb data.

originating from the B, vertex; (ii) the sizable By width difference allows the measurement
of both S,, and A§$ (defined in Eq. 2.1) [72]. These are proportional to sin 21 sin 23, and
sin 21) cos 23, respectively, where tan v describes the polarisation (tan = 0 for fully polarised
decays). Hence the polarisation can be measured even if the weak phase 2/ is small, as in the
SM.

LHCD expects a yield of 5.5k B, — ¢y events in 1 fb~! of data with a background to signal
ratio < 0.6 — 0.9 at 90% C.L. [11]. The related decay B — K* has already been seen in
LHCDb data, as shown in Fig. 2.14. The data from the first phase of LHCb operation will allow
the photon polarisation to be measured to about 0.10. This will be a significant improvement
on the existing measurements by the B-factories using B® — Kgn%y [43], but will still leave a
large region of phase space unexplored. The analysis will benefit maximally from the flexible
software trigger of the LHCb upgrade, allowing data samples of over 40,000 B; — ¢~ decays to
be collected per year. With 50 fb~! of data, the sensitivity to the photon polarisation will be
improved to the percent level, and will probe the theoretically most interesting region of phase
space.

Other approaches to determine the photon polarisation are also under study. The decay
BY — K*%Te™ at low values of the dilepton invariant mass-squared (either via virtual photons
or by real photons converting in detector material) can be used [73]. Another approach uses
analysis of the multibody final state in BT — Ky — K*r"n~v [74]. A similar analysis of
Bt — ¢K ™"~ decays has also been proposed [75]. All of these analyses are well-suited for the
upgraded LHCb experiment.

Rare hadronic B decays
Finally, it is worth noting that there are several rare hadronic B decays that are of considerable
theoretical interest, for which only the LHCb upgrade will provide sufficient statistics to allow
useful measurements. For example, pure annihilation decays such as BY — DTK* and BT —
Dt ¢ could be observed at their SM branching fractions with the LHCb upgrade [76]. These
observations would provide unique insight into the dynamics of hadronic B decays.

Similarly, the isospin violating decays By — ¢p° and By — ¢m° provide a clean handle on
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Figure 2.14: Signal for B® — K*05 seen in ~ 26 pb~! of LHCb data.

electroweak penguin decays [77]. The branching fractions for these decays are O(107") in the
SM, but can be significantly modified in various NP scenarios, for example those with extended
gauge sectors (i.e. with a Z’ boson). These decays can only be studied at LHCb, and require
the flexible software trigger of the upgraded experiment.

On the other hand, the decays BT — KT K*tn~ and BT — K~ 7ntn" are negligibly small in
the SM, but can be enhanced by NP to observable levels. These rare decays are complementary
to B® and B, oscillations in providing sensitivity to NP at very high energies [78].

2.1.5 Charm physics

The study of charm is an essential component in the flavour physics programme. The extremely
small level of C'P violation expected in charm mixing and in decays offers the opportunity for
very sensitive null tests of the CKM picture to be performed. Many New Physics models
predict significant enhancement in these quantities, as well as distinctive correlations between
observables in the charm sector and those accessible in the B system [79]. Charm therefore is
a laboratory in which New Physics can both be discovered, and its nature characterised.

Outstanding charm physics will be performed with the present LHCb detector. Already with
the 37 pb~! of data collected during the 2010 run the experiment has accumulated samples of
D° — h*th~ decays of similar size to those of the B-factories. These samples are of high
purity, as can be seen in Fig. 2.15 for the example mode D** — D", D° — KTK~. The
yields in higher multiplicity modes are however significantly lower, due to the constraints of
enforcing a pr requirement at the earliest trigger level, with a threshold that is tuned to the
needs of B physics. This problem will very likely be accentuated in the 2011 run, where the
increased interaction rate may necessitate raising the threshold still higher. The full software-
based trigger strategy of the upgraded detector, however, will allow decays of all topologies to
be selected with high efficiency.

The upgraded detector will accumulate yields of D decays that are two-to-three orders of
magnitude larger than those collected at BABAR and Belle. These enormous samples will
allow for a dramatic improvement in sensitivity to the mixing-related C' P-violating parame-
ters ¢p and (|¢/p|p — 1) which are currently measured to be —0.18 + 0.16 and —0.10 £ 0.18
respectively [43]. Similar improvements will also come in the search for direct CP-violating
effects, which are final state specific, and are most promisingly searched for in singly-Cabibbo
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Figure 2.15: The DY mass and D** — D mass distributions for D** — D%+ D? — K+ K~ events
(plus charge conjugate) for 21 pb~! of 2010 LHCb data.

suppressed decays [80]. In such modes Standard Model C'P-violation may occur at the 1073
level, whereas the statistical precision of the LHCb measurements will be 107, Therefore it
will be essential to study these effects across a wide range of decays in order to categorise the
underlying physics.

There are good reasons to believe that the enormous statistical power of the upgraded
experiment can be complemented by the necessary control of systematic uncertainties. In time-
dependent analyses the excellent resolution of the detector will contribute negligible uncertainty,
in contrast to the situation at e™e™ machines. The backgrounds lying under the signal peaks are
already known to be low, and can be understood from side-band studies. Since biases such as
detection asymmetries can be measured from data, it can be assumed that the understanding
of these effects will improve in step with the increased statistical precision. Finally, many
analyses can be pursued which are intrinsically robust against both experimental and theoretical
uncertainty. A few examples are listed below.

e The observable Ar, which is the lifetime asymmetry between D° — K*K~ and D’ -
K™K~ decays, probes C'P-violation in mixing-related phenomena, and is not biased at
first-order by any acceptance effects.

e The difference in the raw time-integrated C'P-asymmetry between D° — K*K~ and
D® — 77~ provides a probe of direct C'P-violation that has no systematic uncertainty
arising from production or detection efficiencies.

e Dalitz plot analyses provide a sensitive and systematically robust way both to search
for and measure C'P-violating effects. Direct C'P violation can be probed for in singly-
Cabibbo suppressed decays, such as D* — KTK 7" in a model independent manner [81],
and exploiting Cabibbo-favoured modes such as Dy, — K*K~ 7" and D" — K 7ntn~
for systematic control. In four-body modes such as D° — K™K~ 7*7~ measurements
exploiting T-odd correlations [82] are also model independent and experimentally robust.

e Similarly the C' P-violating parameters ¢p and (|¢/p|p —1) can be measured from a time-
dependent analysis in D° — K3hTh™ decays in a model independent binned fit [83],
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making use of strong-phase measurements that already exist from CLEO-c [84] and will
be further improved at BES-III.

The upgraded detector will also allow for improved sensitivity to important rare charm de-
cays. The present experimental upper limit on the branching ratio for D* — ptpu=is 1.4 x 1077
at the 90% C.L. [85], still six orders of magnitude above the Standard Model prediction [86].
Significant enhancements to this decay may come about through R-parity violating supersym-
metry [86] or the contribution of leptoquarks [87]. Similar possibilities exist with the lepton-
flavour violating decay D° — e*uF. These super-rare or forbidden modes will be searched for
with a sensitivity far in excess of that achievable at present facilities. Other less suppressed de-
cays such as D° — pu™p~ and DY — 7t pt ™ may possibly be first observed with the existing
detector. However the high statistics that the upgraded experiment will accumulate will allow
kinematic distributions to be mapped out in detail, such as the lepton forward-backward asym-
metry and the invariant mass spectrum of the dimuon pair, which are powerful discriminants
between the Standard Model and New Physics [86].

2.2 Lepton Flavour Physics

One of the most promising frontiers to explore in the hunt for NP is that of flavour violating
phenomena in the lepton sector. Neutrino oscillations are now an established experimental
fact, but the very low mass scale of neutrinos remains to be understood. NP models predict
the existence of flavour-violating charged lepton decays, but no such decays have so yet been
observed. The upgraded LHCb detector can make significant contributions to these studies,
through the search for heavy Majorana neutrinos and lepton flavour-violating 7~ decays.

2.2.1 Searches for ~ 1 GeV Majorana neutrinos

The existence of heavy Majorana neutrinos is a natural occurrence in a wide range of models,
from left-right symmetric gauge theories [88], to those with extra dimensions [89]. In most
models it is quite possible for these particles to exist in the ~ 1 GeV/c? mass range. One
interesting example is the “Neutrino Minimal SM” (vMSM) [90], in which such a scenario is
indeed preferred. Majorana neutrinos of mass ~ 1 GeV/c? can be searched for in decays of D
and B mesons, and constitute an exciting physics goal for an upgraded LHCb experiment.

In the YMSM three Majorana singlet fermions are added to the SM particles. The lightest
of the three new leptons is expected to have a mass of 1-50 keV/c? and would form a viable
dark matter candidate. The two other neutral fermions, which are essentially heavier, sterile
neutrinos, can give masses to the SM neutrinos via the see-saw mechanism at the electroweak
scale. They would also play a key role in generating the baryon asymmetry of the universe (for
a review see [91]). Thus the ¥YMSM is able to explain three known deficiencies of the SM (dark
matter, the baryon asymmetry of the universe and the problem of neutrino mass), and has the
further appealing feature that every left-handed fermion then has a right-handed counterpart.
The masses of these heavy sterile neutrinos and their coupling to ordinary leptons are con-
strained by direct searches at particle physics experiments and, importantly, by cosmological
considerations, as shown in Fig. 2.16. The requirement that baryogenesis occurs necessitates
that the masses of the heavier two neutrinos be almost degenerate and O(1) GeV/c? [92].



30 CHAPTER 2. PHYSICS JUSTIFICATION

1 LY
o see-saw
106} 1 S=—
01l N\BBN....... S ]
~
\
w0l _ oor) PSlQl\I BAUN
=} = |
-~ |
0.001 |
w0l T S W i
10 seesawsm gl BAU |
104 ¢ |
|
|
10»12 1 1 1 1 L s 1 1 10»5 1 1 1 ' L L L
0.1 0.2 0.5 1.0 2.0 5.0 10.0 0.10 0.15 0.20 0.30 050 0.70 1.00 1.50 2.00
M [GeV] M [GeV]

Figure 2.16: Constraints on the sterile-to-active neutrino mixing angle squared, U2, and on the
sterile neutrino lifetime, 7. These come from the baryon asymmetry of the Universe (solid lines);
from the see-saw formula (dotted line); and from requiring Big Bang nucleosynthesis (dotted line).
These constraints are shown for the case of an inverted hierarchy in the active neutrino sector. The
regions excluded by direct experimental searches are indicated by the blue dashed lines [96,97]. The
pink and red curves indicate the expected sensitivity of the proposed LBNE detector at FNAL in two
possible configurations.

A powerful approach to searching for ~ 1 GeV/c* Majorana neutrinos is in the decay of
heavy flavours [93,94,95]. Two main strategies exist that are accessible to LHCb:

1. Direct search: looking for long lived neutrinos produced in the decay of D and B
mesons;

2. Indirect search: looking for production of same-sign charged leptons in D, B and 7
decays.

Both of these methods are well suited to the upgraded experiment, the former on account of the
benefits that a fully software trigger will bring to the search, the latter because of the very large
data samples that will be accumulated, allowing for very low branching ratios to be accessed.

Direct search Sterile neutrinos could be produced in the weak decays of charm and beauty
hadrons, in which mixing occurs between the SM neutrinos and the new particles. Relevant
examples of two- and three-body decays are shown in Fig. 2.17. The presence of the massive
sterile neutrinos in the decay eliminates the chirality suppression that would otherwise be
present. Interesting branching ratios therefore start at the level of 1077 (see [97,95] for details).
Since such sterile neutrinos would be very weakly interacting, they would cover a relatively large
distance before decaying, but as long as ~ 10™* or more of decays occur within 0.5m of the
production point, this signature would be observable with the upgraded experiment, where the
software trigger would provide excellent efficiency for the long lifetime and distinctive topology.
Charm decays would provide higher sensitivity for lower mass neutrinos.

Indirect search Heavy sterile neutrinos could also be probed by searching for resonant con-
tributions to lepton number violating processes such as DT — 7T (£(* or B* — 77 (£(* [93,94],
as indicated in Fig. 2.18. Here the heavy quark annihilates with the spectator antiquark to
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Figure 2.17: Left: Feynman diagrams of charm meson decays producing heavy sterile neutrinos.
Right: Feynman diagrams of sterile neutrino decays.

Figure 2.18: The Feynman diagram for meson decay via a lepton number violating process involving
Majorana neutrinos. From Ref. [93].

produce a virtual W that can form a lepton-neutrino pair. Assuming so far only SM neutrinos,
this process has been used to measure decay constants in such processes as D} — ptv or con-
strain CKM elements and charged Higgs contributions in the decay B~ — 7~ v. If, however,
the neutrino is Majorana, it can mix into a heavier neutrino that can decay into the same sign
W as it was produced in association with, and the W can transform into a like-sign lepton
and a hadron, as indicated in the figure. (In this figure and Fig. 2.19 N, indicates a fourth
Majorana neutrino with mass m, at the GeV scale.) Looking for such a signature is analogous
to laboratory based experiments which search for neutrino-less double 3-decay.

The branching ratio of such decays is suppressed by the mixing between the light flavour
and heavy neutrinos, Vyy. In the sterile neutrino mass range of O(1) GeV/c?* accessible with B
decays, strong constraints on V. are imposed by the non-observation of neutrino-less double
beta decay (|V.n|?> < 1077). Searches for the decay products of heavy sterile neutrinos at LEP
constrain the equivalent mixing angle for muons, V,y, to be |V,y|*> < 107*. This could give
branching ratios for decays such as B¥ — 7T u*u* at the level of 1078 — 10~ which would be
accessible at an upgraded LHCb. Other beauty and charm hadron decays can be included in
the search. A particularly attractive choice is the mode B* — DFu*u® where the backgrounds
are expected to be very low, allowing the statistical power of the upgraded experiment to be
fully exploited. Existing bounds in coupling-mass space from heavy flavour decays are shown
in Fig. 2.19.
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Figure 2.19: Existing bounds on |V,4|? versus my4 from meson data, from Ref. [93].

2.2.2 Lepton flavour-violating 7~ decays

No lepton flavour-violating tau or muon decay has yet been observed. Such decays are forbidden
in the classical SM, are vanishingly small in the SM extended to include neutrino mixing, but
can be enhanced up to observable values in many NP models. The LHC is a prolific source of 7
leptons, with an expected production cross-section of ~ 0.1 mb at /s = 14 TeV. The majority
of produced 7 leptons come from the decay of D, mesons and B hadrons. The LHCb upgrade
will use this sample to search for lepton flavour violating decays to charged track final states.

The current 90% C.L. upper limits from the B-factories on branching ratios for the channels
77 — pFy and 77 — pFutp~ are at 4.4 x 107 and 2.1 x 107% [98]. In supersymmetric
extensions of the SM, e.g. in the so-called constrained MSSM, lepton flavour violation in 7
decays is predicted at a level of 1079 for 77 — T+ and at 10710 to 1072 for 77 — puFputpu~
and 77 — pFete” [99]. In other models, such as the so-called Non Universal Higgs Masses
(NUHM) SUSY scenario, or the MSSM with R-parity violation and the Little Higgs Models
with T parity (LHT) or Z’ models with non-vanishing LF'V couplings, the rate of 7¥ — uFpu*p~
can be enhanced to the extent that it matches or even exceeds 77 — p¥v [100].

Sensitivity studies for 77 — pFutp~ are ongoing. With the existing analysis strategy
LHCb will be able to match the B-factory sensitivity with a few fb™'. The very large inte-
grated luminosity that will be collected by the upgraded experiment will provide a sensitivity
corresponding to an upper limit of the order of 1079, Searches will also be conducted in modes
such as 77 — pT¢ where the existing limits are much weaker, and very low contamination is
expected in the LHCb sample.

Finally, searches will be performed for decays such as 7% — pThihi (h; = 7, K). The
physics interest of these topologies is identical to those meson decays discussed in Sec. 2.2.1.
The best limit obtained from the B-factories is 3.7 x 107 for the mode 7¥ — p*rFrF [101].
The upgraded LHCD experiments will be able to attain an order of magnitude higher sensitivity.
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2.3 Physics Beyond Flavour

An upgraded LHCDb has the potential to make important contributions to non-flavour physics.
The forward-acceptance, flexible software trigger, powerful vertexing and particle identification
capabilities provide the experiment with the opportunity to perform very significant measure-
ments in topics far beyond the core programme, and high sensitivity in certain direct particle
searches. A few illustrative examples are now given, selected from the diverse areas of elec-
troweak physics, exotic searches, and QCD.

2.3.1 Electroweak physics

Two of the most important quantities in electroweak physics are the sine of the effective elec-
troweak mixing angle for leptons, sin? 6’;?, and the mass of the W-boson, my,. Until the ILC
or CLIC is operational, responsibility for improving our knowledge of these parameters rests
with the LHC. Thanks to its unique forward coverage, an upgraded LHCb can make critical
contributions to this programme.

The value of sin? 6’;? can be extracted from App, the forward-backward asymmetry of
leptons produced in Z decays. The raw value of Apg at the LHC is about five times larger than
at an eTe collider and so, in principle, it can be measured with a better relative precision,
given equal amounts of data. The measurement however requires knowledge of the direction
of the matter and antimatter partons that created the Z boson, and any uncertainty in this
quantity results in a dilution of the observed value of Apg. This dilution is very significant in
the central region, as there is an approximately equal probability for each proton to contain
the quark or anti-quark that is involved in the creation of the Z, leading to an ambiguity in the
definition of the axis required in the measurement. However, the more forward the Z boson is
produced, the more likely it is that it follows the quark direction; above rapidities y > 3, the
Z follows the quark direction around 95% of the time. Furthermore, in the forward region, the
partonic collisions that produce the Z are nearly always between u-valence and u-sea quark or
d-valence and d-sea quark. The s5 contribution, with a less well known parton density function
(PDF), is smaller than in the central region.

Consequently, the forward region is the optimum environment in which to measure Apg at
the LHC. Preliminary studies have shown that with a 50 fb~! data sample collected by the LHCb
upgrade, Apg could be measured with a statistical precision of around 0.0004. This would give
an uncertainty on sin? thept of better than 0.0001, which is a significant improvement in precision
on the current world average value. It is also worth remarking that the two most precise values
entering this world average at present, the forward-backward bb asymmetry measured at LEP
(sin? 9:;}” = 0.23221£0.00029), and the left-right asymmetries measured at SLD with polarised
beams (sin? 81" = 0.23098 =+ 0.00026), exhibit a three-sigma discrepancy [102]. LHCb will be
able to clarify this unsatisfactory situation.

More work is needed to identify the important systematic uncertainties on the Arg measure-
ment. One source of error is the uncertainty in the PDFs. With current knowledge this contri-
bution would lead to an uncertainty of almost double the statistical precision estimated above,
but this will reduce when the differential cross-section measurements of the W and Z bosons
and Drell-Yan lower mass dimuon production measured at the LHC are included in the PDF
global fits. LHCD has already embarked on this measurement programme. Figure 2.20 (left)
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Figure 2.20: LHCD preliminary Z and W results for 16 pb~! at /s = 7 TeV. Left: Z — utpu~ peak.
Right: W+ — W~ production asymmetry, where the points with error bars are the data and the boxes
are the theoretical predictions with their uncertainties (only indicated within the LHCb acceptance).

shows the Z — utp~ peak obtained with 16 pb™! of data. Figure 2.20 (right) shows the
measured asymmetry between W+ and W~ production as a function of lepton pseudorapidity.
This measurement is already approaching the accuracy of the theoretical uncertainties. The
range of the ATLAS and CMS experiments only extends up to lepton pseudorapidities of 2.5.

Decreasing the uncertainty on myy from its present error of 23 MeV/c?, (which may be
reduced further at the Tevatron) is one of the most challenging tasks at the LHC. Although no
studies have yet been made of determining my, with LHCD itself, it is evident that the exper-
iment can give important input to the measurements being made at ATLAS and CMS [103].
A significant and potentially limiting external uncertainty on my, will again come from the
knowledge of the PDFs, and several commentators consider the existing projections to be opti-
mistic [104]. The PDFs are less constrained in the kinematical range accessible to LHCb, and
high statistics, precise measurements of W', W=, Z and low-mass Drell-Yan production in this
region, in particular the shapes of the differential cross-sections, can be used to improve the
global picture. One specific area of concern arises from the knowledge of the heavy quarks in the
proton. Around 20 — 30% of W production in the central region is expected to involve s and ¢
quarks, making the understanding of this component very important for the my, measurement.
LHCb can make a unique contribution to improving the knowledge of the heavy-quark PDF's
by tagging the relatively low-pr final-state quarks produced in processes such as gs — We,
gc — Zc, gb — Zb, gc — ~yc and gb — vb.

2.3.2 Exotics

A major goal of experiments at the LHC is to solve the so-called “hierarchy problem”: why
is the mass of the Higgs boson at the sub-TeV scale, instead of being at the Planck scale,
driven there by radiative corrections? Different theoretical paradigms have been proposed, the
most discussed being Supersymmetry. There are, however, many other ideas including Extra
Dimensions (large, warped, Higgs-less), Technicolour and Little Higgs. These models focus on
a strong dynamics type of solution to the problem [105].

A common feature of many such models is the prediction of new states at the TeV scale. In
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recent years there have been many proposals including Z’, 4th quark generation, Leptoquarks,
Hidden Valleys, etc. The latter class of models contains low mass states in a new sector with
its own quantum number. This new sector is termed the “Hidden Valley”, as it lies beyond the
energy reach of present experiments. The light states in these hidden sector(s) are connected
to the Standard Model sector via massive particles such as the Higgs boson, Supersymmetry
sparticles or Kaluza-Klein states of Extra Dimensions. The Hidden Valley class of models is
illustrated in Fig. 2.21 where they are labelled “The dark valley Universe” for their possible
dark matter content. These models are a very general consequence of string theories [106].

Many proposals exist for the new physics that lies in the hidden valley. A large fraction
of these these models predicts the production at the LHC of new particles with long lifetimes,
which may decay into b-quark jets. These signatures are well suited to LHCb, and in particular
the upgraded experiment, which will be able to select events with displaced vertices in the
trigger.

Hidden valley particles, or “v-flavoured hadrons”, can be produced directly via, for example,
a Z'. The details of the decay depend on the properties of the hadrons. In one specific model
[107], the v-sector contains two new heavy quarks the U and C'. These can combine, in the case
where they are close in mass to form either v-isospin 1 hadrons, denoted as either 7 for v = %1
or w0 for v = 0. All these particles are electrically neutral but the 7 hadrons carry ‘v-charge’,
are stable and constitute dark matter candidates. The ‘neutral’ member of the isotriplet, the
70, can decay into ordinary particles. If the mass of the spinless 70 is below ZZ threshold it
will decay dominantly into bb pairs due to helicity conservation. Then, as shown in Fig. 2.22,
many such v particles can be produced in a single event.

The manifestations of such models are many. Here, by way of example, we discuss a possible
scenario in which LHCb would observe the Higgs boson through its coupling to Hidden Valley
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Figure 2.21: An overview of Hidden Valleys. The peaks show possible massive states that could
connect the Hidden Sector to Standard Model particles (from Ref. [105]). While the hidden sector is
SM neutral, the connector sector is charged under both the SM and the hidden sector.
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Figure 2.22: Production of electrically neutral v-flavored hadrons, m,, and their decay. (Taken
from [107].)

particles. In Strassler and Zurick [108] it is suggested that the Higgs could decay with a
significant branching fraction as follows

H® — 7970, (2.6)

with each 70 — bb as illustrated in Fig. 2.23. Here the 70 widths are determined by their
lifetime which could be very long, resulting in narrow states. The final state would consist of
four b-jets. If these decays exist, then the lower limit on the Higgs mass set by LEP may be
misleading, as it assumes the prompt decay of the Higgs to bb to be dominant.

Figure 2.23: Decay of a Higgs via a scalar field ¢ into two 70 particles, with 70 charge equal to zero,
that subsequently decay into bb jets. (Taken from [108].)

To investigate the potential of LHCb to search for these exotic Higgs decays a simulation
has been performed, assuming an average of 0.4 interactions per crossing, basing the trigger
and subsequent analyses on the following set of cuts: (1) consider events with at least two
reconstructed secondary vertices; (2) use only charged tracks from a jet that are consistent
with coming from a secondary vertex; (3) require that the two dijet masses should be equal
within 3. The invariant jet masses are computed for events passing this selection.

In Fig. 2.24 the distributions are shown for both the invariant mass of the dijets (left), and
for the four-jet invariant mass (right) for those combinations where the dijet masses are very
similar (right). The input parameters for the simulation are 7,0 = 10 ps, mm = 35 GeV/c?
and a Higgs mass of 120 GeV/c?. No generator information has been used in the analysis or
reconstruction. For both the dijet and four-jet reconstruction peaks are evident close to the



2.3. PHYSICS BEYOND FLAVOUR 37

§140 ﬁ |
E l EM0 i
S1z0f l'l | 2 H
Z 1 |||| l Z120 |
roobe ot || m,=120, m =35, t =10ps C | H — 1t
i | H [ . ’ = = =10ps
% || 100- | | - 1')n’ N ’2‘:’ fA 10'4
80 -
i l 80 |i
60- | 'l B % l
- %“ 80 1
| [ )
aof | [ % 1Y
[ e 40 | 1
! I|T| 3 My
[ Lidoiy - My
20_ i I l|"|T 20 "'lil'
Tt bl . RS FY I
3 SR TP TR [ ! Thatdaat s
P S P PP PP PP AP PPN I A PR L DT P SFPPRIPN RPN EPRPEIE EPRPETE AV A MRANLT A
0 20 40 60 80 100 120 140 160 180 200 0 100 200 300 400 500 600
Di-jet invariant mass [GeV] Four-jet invariant mass [GeV]

Figure 2.24: Results of signal simulation of the process H — min, 70 — bb. Left: Reconstructed
dijet invariant mass. Right: the mass of both dijets, that peaks at the putative Higgs mass; here two
equal dijet masses are required. The input masses to the simulation are 35 GeV/c? for the 70 and
120 GeV/c? for the Higgs.

correct mass. It will be possible to improve further by refining the jet definition and calibration,
and by imposing constraints, for example that the masses of the two 70 candidates be equal.

Assuming a Higgs production cross-section at 14 TeV of 50 pb, an integrated luminosity of
50 fb~1 and a geometric efficiency of 10%, 250,000 Higgs bosons will be produced in LHCb. If
H° — 7970 is a dominant decay mode, then LHCb will be in an excellent position to observe
this signal, taking advantage of the software trigger’s ability to select high multiplicity events
with good efficiency. Backgrounds to this signal from other processes, such as the production
of two pairs of bb quarks, have been considered and found to be negligible.

Long-lived particles, which would give rise to secondary vertices that would be a suitable
signature for the trigger of the upgraded experiment, are found in many Supersymmetric theo-
ries. Examples include the bilinear R-parity violating SUSY models of de Campos et al. [109]
that predict long-lived SUSY particles such as neutralinos decaying into W + lepton, or Z +
v, or bb+ v, and the proposal of Carpenter et al. [110], in which the Higgs dominantly decays
to a pair of long-lived neutralinos, each of which subsequently decays to three quark jets.

2.3.3 Central exclusive production

Central exclusive production (CEP) processes provide a promising and novel way to study QCD
and the nature of new particles, from low mass glueball candidates up to the Higgs boson itself.
The CEP of an object X in a pp(p) collider may be written as follows

pp(P) — p + X + p(p),

where the + signs denote the presence of a large rapidity gap. At high energies the ¢-channel
exchanges giving rise to these processes can only be zero-charge colour singlets. Known ex-
changes include the photon and the Pomeron. Another possibility, allowed in QCD, but not
yet observed, is the Odderon, a negative C-parity partner to the Pomeron with at least three
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Figure 2.25: Preliminary LHCb results on central exclusive y. production. Also shown is the
expectation of the SuperCHIC Monte Carlo [114], which has been normalised to the number events
observed in the data. The relative proportions of X9, Xe1 and Y2 in the Monte Carlo are 52%, 36%
and 12% respectively in the left plot, and 12%, 36% and 52% respectively in the right plot. (The data
points are the same.)

gluons. The most attractive aspect of CEP reactions is that they offer a very clean environment
in which to measure the nature and quantum numbers of the centrally produced state X.

Central exclusive vy [111], dijet [112] and x. [113] production has been observed at the
Tevatron. Already in the 2010 run LHCb has collected candidate dimuon events compatible
with CEP. In Fig. 2.25 the invariant mass of CEP y. candidates is shown. These are events
in which only a J/v — p*p~ decay and v candidate are reconstructed, with no other activity
(inconsistent with noise) seen elsewhere in the detector. An important observable in CEP is
the relative production rates of x., Xc1 and x.. As is evident from Fig. 2.25, the invariant
mass resolution of LHCD is sufficient for this measurement to be made.

These early results make clear the promise of CEP measurements at LHCb. Additional
instrumentation can be considered which will help in these studies, should results with the
current detector prove interesting. For example, the inclusion of Forward Shower Counters
(FSCs) on both sides of the interaction point [115], would be able to detect showers from very
forward particles interacting in the beam pipe and surrounding material. The absence of a
shower would indicate a rapidity gap and be helpful in increasing the purity of a CEP sample.
The deployment of semiconductor detectors very close to the beam within Roman pots, several
100 m away from the interaction point, as proposed for ATLAS and CMS [116] could also be
beneficial for LHCb. Several important physics goals may already by identified for the LHCb
CEP programme:

e To accumulate and characterise large samples of exclusive c¢ and bb events. A full mea-
surement programme of these “standard candles” will be essential to understand better
the QCD mechanism of CEP [117], and may provide vital input if CEP is used for studies
of Higgs and other new particles [118].

e Searches for structure in the mass spectra of decay states such as KK, 2727,
KT*K-ntn~ and pp. A particular interest of this study would be the search for glue-
balls, which are a key prediction of QCD.

e Observation and study of exotic particles in CEP processes would be illuminating as to
their nature. For example, a detailed study of the CEP process pp — p + X (3872) + p
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Figure 2.26: Event display in the VELO region of candidate CEP J/v¢ — u™u~ event with pile-
up. The horizontal scale is 1 m, and the vertical scale is around 8.5 times smaller. The sensors are
indicated either side of the beam region, together with the detected hits. Reconstructed tracks are
superimposed. A primary vertex arising from one interaction can be seen, slightly left of centre, from
which most tracks originate. Left of this (upstream), and clearly isolated, is the vertex of two tracks
which form a J/¢ — putu~ candidate.

would provide a valuable new tool to test the quantum numbers of this state. This and
other states could also be searched for in, for example, decays containing DD, which if
observed would shed light onto the nature of the parent particle [117,119].

There are several reasons which make LHCb a suitable detector for performing such studies,
particularly with the upgraded experiment:

e Even when running at a luminosity of 10** em=2s~! LHCb will have much less pile-up
than ATLAS or CMS, which will be operating in a much more severe regime. This
will be advantageous in triggering and reconstructing low mass CEP states. Not only
will there still be a significant fraction of CEP interactions produced in isolation, but it
will also prove possible to select CEP interactions in the pile-up environment. This has
already been demonstrated with the 2010 data, as shown in Fig. 2.26, where a J/1) vertex
can be seen completely separated from, and upstream of, the primary vertex of another
interaction. The software trigger of the upgrade will be used to select such events, not
only containing J/v — up~ but also two, three and four charged-track CEP decays.

e The higher integrated luminosity that will be collected by the upgraded detector will
allow studies to be performed on states that are inaccessible with only a few fb~!. This
is true, for example, of central exclusive y; production, which is expected to be a factor
of ~ 1000 down with respect to that of x. mesons [117].
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e The particle identification capabilities of the LHCb RICH system allow centrally produced
states to be cleanly separated into decays involving pions, kaons and protons.

e The low pr acceptance of LHCb, and high bandwidth trigger, will allow samples of rela-
tively low mass states to be collected and analysed.

Summary

The LHCDb upgrade is necessary to take the next step in sensitivity that will be required in
flavour physics after the first period of exploration and measurement that the experiment will
perform over the coming five years. The sample sizes in most exclusive B and D final states
will be far larger than those that will be collected elsewhere, for example at the upgraded ete™
B-factories. The performance of the existing detector, and the purity of the samples already
accumulated, gives confidence that measurements of very high sensitivity will be possible with
these samples. The experiment will have no serious competition in its study of By decays and
C'P violation.

The upgraded experiment will in addition have exciting opportunities to perform studies
that will shed light on the lepton sector, and in topics beyond flavour physics. LHCb will be
best-placed of all the LHC experiments to make an improved determination of sin? Gijft, and
to combat the PDF systematic uncertainties that may limit the ATLAS and CMS efforts to
measure myy. LHCb will have high sensitivity in the search for new particles with long lifetimes,
and will be able to make QCD studies which are complementary to those possible in the central
region.



Chapter 3

Trigger

The current LHCD trigger architecture [120, 13] has two levels: Level-0 (L0) is a trigger im-
plemented in hardware while the High Level Trigger (HLT) consists of a software application
which runs on every CPU of the event-filter farm (EFF). The purpose of L0 is to reduce the
rate of crossings with interactions to below a rate at which the HL'T can process the events. For
the current detector this maximum rate is determined by the front-end (FE) electronics, and is
1.1 MHz. The FE-electronics will be upgraded to allow reading events at the LHC clock rate. In
principle the upgrade should allow to perform data acquisition and event building on the EFF
at the full rate of 40 MHz. However the upgrade is designed to be able to cope with a staged
DAQ system which cannot yet handle the full rate, occupancy fluctuations which prevent the
full readout, and insufficient CPU power in the EFF. Hence the upgrade will also contain a Low
Level Trigger (LLT), which like L0 should not just pre-scale to a rate acceptable by the DAQ
and EFF, but enrich the selected sample with interesting events. The LLT corresponds closely
to the current LO, but with a tunable output rate higher than the current 1.1 MHz limit; it will
be described in the next section.

During 2010 running the trigger performed as expected [121], but needed to adapt to running
conditions very similar per crossing to those expected for the upgraded LHCb detector. As a
result the HLT [122,123] has evolved significantly from the implementation described in [120],
profiting from the excellent detector performance both in efficiency and alignment. The HLT is
subdivided in two stages HLT1 and HLT2, which are briefly introduced below and are described
in detail in Sections 3.2.1 and 3.2.2 respectively. HLT1 reconstructs particles in the VELO
and determines the position of the primary vertices (PV) in the event. To limit the CPU
consumption, a selection of VELO tracks is made based on their smallest impact parameter
(IP) to any PV, and their quality. For these selected VELO tracks their track-segment in the
T-stations are sought to determine their momentum (p), so-called forward tracking. HLT1
selects events with at least one track which satisfies minimum requirements in IP, p, pr and
track quality. It reduces the rate to a sufficiently low level to allow forward tracking of all
VELO tracks. HLT2 searches for secondary vertices, and applies decay length and mass cuts
to reduce the rate to the level at which the events can be written to storage.

The trigger for the upgrade is the basically same as the trigger which LHCb has currently
deployed, with the exception of allowing a much larger LLT rate, and correspondingly a much
larger rate to storage. Figure 3.1 gives an overview of the trigger levels of the upgrade, the
components used to select events and the trigger rates. The LLT output rate is expected to
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Figure 3.1: Overview of the upgraded LHCD trigger.

typically be between 5-10 MHz, while the rate to storage will be ~ 20 kHz. The expected
performance of the overall trigger system at a luminosity of 10** cm™2s™! is based on trigger

code which is actually running in LHCb today, and will be given in Section 3.3.

3.1 Low Level Trigger (LLT)

The present L0 reconstructs the highest Et hadron, electron and photon, and the two highest
pr muons. LO is able to distinguish between electron and photon candidates by using the
Scintillating Pad Detector (SPD) in front of the ECAL, and reduce the hadron contamination
requiring Pre-Shower (PS) energy deposition. The upgraded calorimeter trigger is not expected
to contain the SPD nor PS, so the LLT will not distinguish between photons and electrons nor
have a veto on hadron-induced showers. The LLT muon trigger will use the same hardware as
the LO muon trigger [120], with the distinction that the first muon station (M1) will no longer
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Figure 3.2: LLT efficiency for By — ¢¢, B — uuK* and By — ¢ as a function of the LLT trigger
rate at a luminosity of 10?3 cm~2s~!. For each signal the efficiency and rate are for a single LLT type,
i.e. ¢¢, ppK* and ¢y are triggered by respectively LLT-hadron, LLT-x and LLT-electromagnetic.

be present, hence the momentum will be determined by M2 and M3.

Figure 3.2 shows the performance of LLT for three selected signal channels. At a luminosity
of 103 cm™2s! the rate of crossings with at least one visible pp interaction is 26 MHz. For
B, — ¢¢ the LLT efficiency rises almost linearly with increasing LLT output rate for the LLT-
hadron trigger, clearly showing the limitations of the present L.O 1.1 MHz output rate limit. The
trigger based on electromagnetic clusters exhibits a sharp rise for B, — ¢~ decays, and plateaus
at lower output rates due to the offline requirement® that the photon has an E} > 2.4 GeV.
Channels with muons in the final state reach their LLT—p efficiency plateau at about 1 MHz
output rate. Table 3.1 gives an indication of the improvement which can be achieved with
the upgraded trigger. It assumes a luminosity of 103* em™2s7!, and the thresholds in the LLT

Table 3.1: Signal efficiencies for three LLT-accept rates.

LLT-rate (MHz) 1 5] 10
B. = o6 0.12 | 0.51 | 0.82
BY — K*upu 0.36 | 0.89 | 0.97
B, — ¢ 0.39 | 0.92 | 1.00

have been chosen to give the relative rates of the three LLT triggers in the ratios LLT-pu: LLT-
hadron: LLT-e/~v = 1:3:1. It shows the efficiency for signal channels for three different LLT

LAll trigger efficiencies are quoted relative to events which have been accepted after offline cuts have been
applied, to assure a sufficient signal-to-background ratio.
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Figure 3.3: Fraction of all events, and By — ¢¢ events, which are triggered by LLT as a function of
a cut on the OT occupancy.

accept rates: 1, 5 and 10 MHz. The 1 MHz rate has been chosen to compare with the present
situation. While LHCb has already shown in 2010 to be able to run with a pile-up per bunch
crossing similar to that of the pile-up at 103 cm~2s7!, it cannot profit from a luminosity larger
than ~ 2-3 x 1032 cm~2s~! due to the L0 1 MHz limitation, since the decrease in LO-efficiencies,
and especially the LO-hadron efficiency, results in an almost constant B yield independent of
luminosity. Table 3.1 shows that the upgraded trigger will result in a yield increase of up to a
factor 7 for hadronic B decays for the same LHC machine run-time.

3.2 High Level Trigger

3.2.1 HLT1

A small fraction of the events in LHCb have large detector occupancies, especially in the OT.
Some of these events take even seconds to reconstruct in HLT1, and are rejected before any
reconstruction to be able to keep the average processing time below ~ 20 ms per event?.
Figure 3.3 shows the fraction of all events, and of By — ¢¢ events, as a function of the average
OT straw occupancy. This is for events simulated at a luminosity of 1033 cm=2s7!, after applying
LLTI},JaTdron > 3 GeV. Events are rejected if the OT occupancy is larger than 20%, which removes
5% of the B, — ¢¢ events and 7% of the LLT triggered events.

For the remaining events the reconstruction strategy is determined by the following consid-
erations:

2 With an EFF five times the size installed for 2011, and 20 ms per event HLT processing time, the allowed
LLT output rate would be 5 MHz.
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Figure 3.4: The timing of the VELO 3D pattern recognition as a function of the off-line reconstructed
number of PVs in the event. The entry at 4 PVs contains all events with more than 3 PV.

e All B meson decays studied at LHCb contain at least two charged tracks in their final
state;

e B mesons are heavy, and their average momentum in the LHCb acceptance is
~ 100 GeV /e, so their decay products will have a large momentum (p) and transverse
momentum?® (pr) compared with light-quark hadrons originating from the PV;

e The average decay length of B mesons produced in the LHCb acceptance is ~ 1 c¢cm so

that their decay products will have a large impact parameter (IP) with respect to their
PV.

e The VELO reconstruction is fast enough to allow a full 3D pattern recognition and PV
finding to be performed for all events entering the HLT.

This last point is illustrated in Fig. 3.4: the timing increases linearly with the number of PV
in the events, and is low enough to allow sufficient time for the subsequent reconstruction and
event selection. The event reconstruction therefore begins with the VELO pattern recognition
and PV finding.

Because of timing constraints, the momentum can only be determined for a limited number
of VELO tracks. It is necessary to select those tracks which are most likely to come from
a B decay. Three selection criteria are used: the IP of the VELO track with respect to the
closest PV, the number of hits assigned to the VELO track, and the difference between the
number of hits assigned to the VELO track and the number of hits expected given the track
direction and the first measured point on the track (missed hits). Figures 3.5 and 3.6 compare
the distributions of the latter two criteria for tracks from a minimum bias event and for the
highest pr B daughter track in By, — ¢¢ decays.

3Transverse is defined perpendicular to the beam-pipe, in the plane formed by the track and the beam-pipe.
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Figure 3.6: The difference between the expected and observed number of hits on a VELO track for
minimum bias (dashed red) and the highest pr offline-selected By — ¢¢ daughter (solid blue). Note
the logarithmic scale.

It can be seen that both the number of hits on a VELO track and the number of missed hits
are good discriminants, especially since they can be applied before any forward reconstruction,
thus saving CPU time by having to consider fewer VELO tracks. Requiring |IP| > 125 pm, and
number of VELO hits and missing hits > 9 and < 3 respectively, is very efficient at selecting
the highest pr daughter from a B, — ¢¢ decay. Figure 3.7 shows the number of VELO tracks
per event for which the momentum needs to be determined.

The VELO tracks thus selected are extrapolated to the tracking stations using the Pat-
Forward [124] algorithm. Imposing a minimum momentum and transverse momentum (p, pr)
in the forward tracking significantly reduces the search windows which have to be opened in
the IT and OT tracking stations and consequently reduces the required CPU power. This is
illustrated in Fig. 3.8, which shows the reconstruction time per event of the forward tracking
as a function of the minimum (p, pr) cutoff imposed.

Figure 3.9 shows the transverse-momentum distributions of B, — ¢¢ decay products which
have been selected by the VELO IP and quality cuts. Hence, imposing a minimum (p, pr) of
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Figure 3.8: The CPU time of the forward tracking as a function of the minimum pp imposed. The
corresponding minimum p is always taken as ten times the minimum pr.

(12, 1.2) GeV/c results in a negligible loss of signal, while the CPU time per event is acceptable.

The final track selection proceeds in two stages. First, (p, pr) cuts are used in order to
reduce the rate. The remaining tracks are fitted using a Kalman filter with outlier removal, in
order to obtain an offline-quality value for the track x? as well as an offline-quality covariance
matrix at the first state of the track, allowing a cut on the IP significance squared (IP x?).
The number of tracks which have to be fitted is low enough by this stage that the contribution
of the track fit to the overall timing is negligible. The track y? is a powerful tool for ghost
rejection [125] in the trigger; however, being particularly sensitive to the detector performance,
it needs to be verified with real data. Figure 3.10 shows the distribution of the online track
x2/ndf for minimum bias events recorded in 2010 surviving to this stage of the trigger, as well
as the highest momentum daughter from offline selected real data Dt — h*hth™ decays. The
data demonstrate that LHCb achieved an excellent reconstruction performance with very low
online track y? values for genuine signal tracks. The track x? and IP y? are therefore used
to achieve the final required rate reduction. Figure 3.11 shows the fraction of events which
are triggered by at least one ghost track as a function of the OT occupancy, imposing a track
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Figure 3.9: Distribution of the largest transverse momentum per event of By — ¢¢ decay products
which have been selected by the VELO IP and quality cuts.
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Figure 3.10: The track x?/ndf of forward reconstructed tracks in the trigger in real data minimum
bias events (dashed red) and of the highest momentum daughter from offline selected real data D™ —
h*h*Th~ decays (solid blue).

x%/ndf < 3 cut for minimum bias events surviving to this stage of the trigger. On average 15%
of the events accepted by HLT1 are triggered due to a ghost track.

For decays involving muons an additional cut is available: the muon ID algorithm [126]
which is in itself a powerful ghost and background rejection tool. This fact is exploited in a
parallel trigger line which is run only on those events passing the LLT muon trigger, and hence
most of the above cuts can be relaxed for muon candidates.

For radiative B decays, e.g. By — ¢7, the requirements of the offline background rejec-
tion [127] impose a tight LLT electromagnetic cut of 2.4 GeV, so that LLT electromagnetic
triggers make up only a small fraction of the total LLT rate. Therefore HLT1 contains another
parallel line only running on LLT electromagnetic triggered events for which the (p, pr) cuts
are significantly reduced. In addition, as this trigger line searches for lower momentum tracks,
the track x? cut is loosened.
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Figure 3.11: Fraction of HLT1 accepted events which are triggered by at least one ghost track as a
function of the OT occupancy, imposing a track x?/ndf < 3 cut.

3.2.2 HLT2

HLT?2 is mainly based on three inclusive trigger lines, so-called topological lines [123]. These
lines in principle cover all B decays with a displaced vertex, and with at least two charged
particles in the final state. In addition HLT2 contains trigger lines which exploit the presence
of muons, and a few lines which aim at exclusively reconstructing golden B-decay modes.

The topological lines are designed to have:

e high efficiency for any B decay with at least two charged daughters, due to the inclusive
nature of the trigger lines;

e an excellent timing performance and background rejection, due to the small number of
trigger lines;

e cxcellent data-mining properties due to their inclusive nature;

e trigger redundancy for golden modes, for which a few more exclusive selections will be
deployed.

In an inclusive trigger cuts must be avoided on quantities such as the mass of the B candidate
or how well the direction of its momentum agrees with the direction defined by the primary
and secondary vertices. To trigger efficiently on B decays with long-lived resonances (such as D
mesons), tight cuts on the quality of the vertices must also be avoided. Instead, quantities that
preserve the inclusiveness of the trigger while also providing large background rejection factors
are used. All VELO tracks are extrapolated to the tracking stations to have their momentum
measured, imposing a minimum (p, pr) of (5000, 500) MeV/c in the PatForward algorithm
to save CPU time. To reduce the background rate due to ghosts, all tracks are required to
have a track y?/ndf value less than 5. To reduce the background rate due to prompt particles,
all tracks are required to have an IP x? value greater than 16. Due to the inclusive nature
of the HLT2 topological lines, this does not mean that all of the B daughters need to satisfy
these criteria. The trigger is designed to allow for the omission of one or more daughters when
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forming the trigger candidate. Processing time is saved in the HLT?2 topological lines by simply
assigning each input particle a kaon mass.

The multibody candidates are built as follows: two input particles are combined to form a
two-body object; another input particle is added to the two-body object to form a three-body
object, and so on. An n-body candidate is thus formed by combining an (n—1)-body candidate
and a particle, not by directly combining n particles. The importance of this distinction is in
how the distance of closest approach (DOCA) cuts are made. When a 2-body object is built,
a DOCA< 0.15 mm cut is imposed for the object to either become a 2-body candidate or
to become the seed for a 3-body candidate. When a 3-body object is made by combining a
2-body object and another particle, another DOCA< 0.15 mm cut is imposed for the object
to either become a 3-body candidate or input to a 4-body candidate. This DOCA is of the
2-body object and the additional particle, not the maximum DOCA of the three particles. This
greatly enhances the efficiency of the HLT2 topological lines on B — DX decays. A similar
procedure is followed when making 4-body candidates from 3-body objects and an additional
particle. All n-body candidates that pass these DOCA cuts are then filtered using a number of
other selection criteria. If a trigger candidate only contains a subset of the daughter particles,
then the mass of the candidate will be less than the mass of the B. Thus, any cuts on the
mass would need to be very loose if the trigger is to be inclusive. Instead a cut is made on the
corrected mass obtained as follows [128]:

Meorr = \/ m2 + |p&‘miss|2 + ‘p/Tmiss‘ (31)

where plp . 1s the missing momentum transverse to the direction of flight, obtained using the
primary and secondary vertices, of the trigger candidate. The quantity M, would be the
mass of the parent if a massless particle was omitted from the trigger candidate, i.e. it is the
minimum correction to the trigger-candidate mass if any daughters are missing. Figure 3.12
demonstrates the performance of m..,. For cases where there are missing daughters, the mco.,
distributions are fairly narrow and peak near the B mass. When the trigger candidate is formed
from all of the daughters, the mg,,, distributions are slightly wider and shifted upwards by a
small amount as compared with the mass distributions, as expected. Thus, the performance
of Meorr 18 ideal for an inclusive trigger line. The HLT2 topological lines require 4 < myo, < 7
GeV/c?. The HLT?2 topological lines further reduce the background retention rate by requiring
the pr of the hardest daughter be greater than 1.5 GeV/c and also that the sum of the daughter
pr values be greater than 4.0, 4.25 and 4.5 GeV/c for the 2-body, 3-body and 4-body lines,
respectively. To further reduce the background rate from candidates with ghost tracks the
HLT?2 topological lines require that at least one daughter particle has a track x?/ndf < 3. The
trigger candidate’s flight-distance significance value is required to be greater than 8, and its
vertex must be downstream of the closest PV. The sum of the daughter IP y? values should be
greater than 100, 150 and 200 for the 2-body, 3-body and 4-body lines, respectively. One of the
larger background contributions to the HLT2 topological lines comes from prompt D mesons,
which is suppressed by requiring that all (n — 1)-body objects used by an n-body line either
have a mass greater than 2.5 GeV/c? or that they have an IP x? > 16. A complete list of the
cuts used in all three of the HLT2 topological lines is given in Table 3.2.

In addition to the topological lines, HLT2 contains a set of lines which exploit tracks which
have been identified as muons. Dimuon candidates are formed and, depending on their mass,
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Figure 3.12: B candidate masses from B — K*uu decays: (a) HLT2 2-body topological trigger
candidates; (b) HLT2 3-body topological trigger candidates; (¢) HLT2 4-body topological trigger
candidates. In each plot, both the measured mass of the n = 2, 3, 4 particles used in the trigger
candidate (shaded) and the corrected mass obtained using Eq. 3.1 (unshaded) are shown.

cuts are applied on the flight distance and pr of the dimuon candidate. Single muon candidates
are accepted either requiring large pr, or a combination of IP x? and pr cuts.

3.3 Trigger Performance

As shown in Fig. 3.2 the trigger efficiency is very sensitive to the accept rate of LLT, and
especially hadronic B decays would profit from larger LLT rates. This rate is mainly limited
by the size of the EFF, or rather by its size and the amount of CPU time needed by the HLT.
The expected trigger efficiencies will be evaluated for two assumed EFF performances: five and
ten times the CPU power which is available for LHCb in 2011. As is also shown in Fig. 3.2
channels triggered by muons or photons require much less band-width than hadronic B decays,
hence the maximum allowed input rate to the EFF has to be divided among the different B
decays of interest. The available bandwidth will be divided over LLT and HLT lines using
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Table 3.2: The selection criteria used in the HLT2 topological lines, as explained in the text.

Quantity Selection Criteria

all input particle transverse momenta pn > 500 MeV/c

all input particle momenta p™in > 5 GeV/e

all input particle track y?/ndf X% /ndf <5

all input particle IP x? IP x? > 16

B candidate corrected mass 4 < Meorr < 7 GeV/ c

largest daughter transverse momentum PR > 1.5 GeV/c

best daughter track x?/ndf X% /ndf < 3

sum of daughter transverse momenta Spr > 4.0, 4.25, 4.5 GeV/c (2, 3, 4-body)
sum of daughter IP y? IP x? > 100, 150, 200 (2, 3, 4-body)
n-body DOCA DOCA< 0.15 mm

B candidate signed flight distance x? FD x? > 64

prompt D veto My —body > 2.5 GeV/c? or 2, 3-body IP x* > 16

the following benchmark channels: B, — ¢¢, B° — uuK* and B, — ¢7v. These channels
are representative both in giving access to CKM and new physics parameters, and in the way
they rely on the different trigger components, i.e. they contain purely hadronic decays, soft
muons and radiative decays, respectively. Note that apart from LLT the whole trigger chain
is in software, and hence is able to adapt to any physics challenge which will be topical in the
second half of this decade and beyond. As a matter of fact, during 2010 the HLT had to adapt
to running conditions which had not been foreseen, i.e. high luminosity per bunch and a limited
initial CPU power, and the HLT algorithms were adapted in a very short time to cope with
the new challenge [122].
The bandwidth division minimises the overall loss in efficiency by minimising:

channel line

Z Z Channel 11ne>2 ) (32)

channels lines

where gchannel, line i the [OxHLT trigger efficiency for a channel when the full bandwidth
is dedicated to that channel and a specific trigger line, and eh@nel ine j5 ohtained using one
fixed set of thresholds for all channels simultaneously. The cuts in all trigger lines are varied
by running an emulation of LLT and executing the HLT application. The size of the EFF is
imposed as a throttle condition. Table 3.3 shows the efficiencies obtained for the benchmark
channels assuming a luminosity of 103 ecm™2s7!, and 2622 colliding bunches at the LHCb
interaction point, with a centre-of-mass energy of 14 TeV.

In the first phase of the upgrade, with an EFF power five times larger than available
in 2011, LHCb will increase the instantaneous luminosity by a factor five to 1033cm=2s7!.
The corresponding trigger will leave cut values practically unchanged from running at lower
luminosity, and hence the trigger rates increase by a factor five for LLT, and a factor eight
for HLT. With these trigger settings the signal efficiencies remain unchanged compared to low
luminosity running, and hence in the first phase the gain of the upgrade is roughly equivalent
to the increase in integrated luminosity. A further increase in the EFF by a factor two would
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Table 3.3: Expected signal efficiencies for EFF sizes 5 and 10 times the size which is installed for the

2011 run.

EFF size 5x2011 | 10x2011
LLT-rate (MHz) 5.1 10.5
HLT1-rate (kHz) 270 570
HLT2-rate (kHz) 16 26
Total signal efficiency

By, — ¢¢ 0.29 0.50
B — K*up 0.75 0.85
B, — ¢y 0.43 0.53

allow to relax the trigger cuts, and results in 70% larger efficiencies for hadronic decays at
the same luminosity of 10*3cm~2s~!, while leptonic and radiative decays would still improve
their efficiencies by respectively ~ 10% and ~ 20%. Hence the 40 MHz readout of the FE-
electronics allows LHCDb not only to profit from larger instantaneous luminosity, but in addition

to significantly increase the trigger efficiency, in particular for hadronic B decays.



Chapter 4

Electronics

Introduction

A new electronics architecture is required to satisfy the requirements of reading data from every
bunch-crossing in the upgraded LHCb. The existing architecture, as described in [129], includes
a Level-0 pipeline buffer and derandomiser. These limit the readout speed and hence the trigger
rate to 1 MHz, so any increase beyond 1 MHz requires their removal and a re-design of the
electronics. Many of the challenges of the 40 MHz readout scheme can be met by the use of
modern technologies adapted for high energy physics. For example, high-speed optical links will
be installed to accommodate the increase in data volume from the detector. Data compression
schemes will be implemented on the detectors to minimise the number of these links. Though
the aim is to eliminate the hardware-based part of the trigger, a throttling mechanism will be
designed to control the data flow into the data acquisition. This throttle can also be enhanced
with physics information in a manner similar to the existing LHCb LO trigger, and is known as
the Low Level Trigger (LLT), as discussed in the previous chapter.

Although the upgrade will require major changes to the electronics of the detector, a number
of measures will be taken to minimise cost, development time and installation effort, namely:

1. Re-use parts of the existing front-end electronics that can satisfy the upgrade require-
ments;

2. Develop common devices and modules to be used by all sub-detectors;

3. Re-use as much of the existing infrastructure as possible.

This chapter describes the generic electronics architecture and the parts common to all sub-
detectors. The front-end electronics unique to each sub-detector are described in the relevant
chapters.

4.1 Readout architecture

The general architecture is shown in Fig. 4.1. The front-end (FE) amplifies and shapes the
signals generated within the detectors. These signals are digitised, compressed, formatted and

o4
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Figure 4.1: The general electronics architecture of the LHCb upgrade.
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then transmitted down a high-speed optical link. The back-end electronics (BE) sit in the
counting room and receive the data from the optical links. After buffering and filtering by
the LLT, data are formatted for transmission to the data-acquisition system. Data from the
Calorimeter and Muon sub-detectors are extracted via an independent transmission system
to the trigger processors where the LLT is generated. Transmission of trigger information
is through a Timing and Fast Control (TFC) system and takes the form of bunch-crossing
identification numbers for which the LLT gave a positive decision. Configuration and monitoring
of the BE and FE electronics are through an interface to the Experiment Control System (ECS).
More details of the architecture and the specifications can be found in [130].

Compression of the data is advantageous for cost reasons, although in some regions of certain
detectors the channel occupancy is such that zero-suppression is not economical and will not
be used. Following any compression step, a buffer will absorb statistical fluctuations in the
data size and allow an optimal use of the data band-width provided by the link. However, this
implies that data from different FE modules will arrive asynchronously at the BE modules.
Additional information is therefore attached as a header to the data packets to allow selection
by the LLT and reconstruction of the complete events. This is based on a bunch-counter
within the FE module running synchronously with the LHC clock. If the FE buffer is full, then
data will be truncated until the buffer recovers. However, to maintain synchronicity, empty
data packets containing only header words will still be transmitted. To minimise the risk of
de-synchronisation, resets of the bunch counters will be issued once every orbit of the LHC
machine.

The implementation of zero-suppression or data compression in the FE electronics implies
that detector parameters such as the channel occupancy must be well understood before the
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Figure 4.2: Left: prototype mezzanine board with high density serial links. This contains a 12-way
transmitter, 12-way receiver, a single-channel transceiver, and a high density connector for plugging
into a motherboard. Right: the eye-diagram from one channel operating at 4.8 Gbit/s.

hardware is designed and constructed. The efficiency of the algorithms and the amount of
buffering are currently being tested using data from Monte Carlo simulations of the detector
at the luminosities foreseen for the upgrade.

The hardware and protocol chosen for the links supports bi-directional transmission. How-
ever, the data band-width from the detector far outweighs that for TFC and ECS transmission
to the detector. For this reason and to allow a cost-effective modular approach, it has been
chosen to use the link in simplex mode for data transmission, and in duplex mode for combined
TFC and ECS communication.

4.2 Implementation

Details of the FE modules can be found in the relevant sub-detector chapters. The relatively
modest radiation levels in some sub-detectors of LHCb allow the use of commercial devices
to carry out the data-compression algorithms, and flash-programmable devices manufactured
by Actel [131] are the favoured components. These offer the flexibility of re-programming and
faster development time compared to Application Specific Integrated Circuits (ASICs), and
readily provide useful features such as internal memory. They must, however, withstand the
radiation environment and a test programme is in progress to assess this. Preliminary results
indicate that the device most-suited to our needs can resist up to 30 krad of ionising radiation.

Data links to and from the detector will be implemented using components from the Giga-
bit Transceiver (GBT) [132] and Versatile Link [133] projects developed for the upgrades of the
LHC experiments. These offer a user band-width of 3.2 Gbit/s per link with a serial bit-rate
of 4.8 Gbit/s, and are radiation tolerant. The LHCb sub-detector systems are being designed
to drive and receive data according to the GBT protocol. Around 13,000 links will be used in
the system.

The BE will be implemented as a module known as TELL40, a development of the TELL1
module that is successfully employed in the current experiment. It will be used by all sub-
detectors, and its main processing task will be building the events from fragments arriving on
the different data links from the detector. This processing will be done in field-programmable
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gate-arrays (FPGAs). The choice of format for TELL40 is Advanced-TCA [134], following
trends both in industry and high energy physics. The implementation follows a modular,
mezzanine-based approach. Thus data receivers, FPGAs and data transmitters will sit on
pluggable cards mounted on a motherboard designed to optimise channel density. This offers
the advantage of using different types of mezzanine for different tasks but all mounted on the
same type of motherboard. This technique will be used in, for example, the hardware of the
LLT, as described below. A prototype board has already been designed to test the density of
high-speed serial links achievable on a mezzanine. Fig. 4.2 shows the mezzanine equipped with
a 12-way optical transmitter and receiver together with the eye diagram from a data channel
operating at the GBT serial rate. The good performance indicates that 24 channels can be
integrated into one mezzanine, and up to 96 channels using four mezzanines on an ATCA
motherboard. Most of the data compression will be already carried out by the FE electronics
so the BE output band-width will be similar to its input band-width. The favoured option for
transmission to the data acquisition system is 10 Gigabit Ethernet.

The experimental control system (ECS) interfaces for the FE modules will be based on the
GBT. An ancillary chip, known as the GBT-SCA [135] translates a portion of the GBT frame
into standard protocols such as I2C to configure the components on the detector. However,
many of the existing systems in LHCb used for slow controls and environmental monitoring will
be maintained. Each BE module will be configured through an Ethernet interface, implemented
as either a credit-card PC or embedded within an FPGA.

4.3 Low Level Trigger hardware

The LLT will be based on the hardware used for the existing LHCb Level-0 trigger [136] and is
shown in Fig. 4.3. The ECAL and HCAL detectors are read out by new FE boards equipped
to handle the new architecture but with a separate data path for the trigger, following the
present architecture. These transmit data to the present Validation Card where initial selection
is carried out. Data are then transmitted off-detector to two TELL40 modules, known as
TRIG40 and equipped with mezzanines compatible with the data protocol of the Validation
Card. Further processing is done by the TRIG40s and results are transmitted directly to
the TFC system. The Muon trigger is based almost entirely on the present LO-muon system,
where data from the off-detector electronics (ODE) are transmitted to the counting room for
processing. Decisions are sent to a third TRIG40 for further processing and then to the TFC.

The main role of the LLT is as a controlled throttle. It can also be used as a staging
mechanism to allow the running of upgraded sub-detectors together with systems still operating
with the classical Level-0 architecture whose upgrade would come later. This would restrict
the upgraded electronics to 1 MHz operation during this initial period.

4.4 Infrastructure

It is intended to re-use as much of the existing electronics infrastructure as possible for the
upgrade. LHCDb currently uses radiation- and magnetic-field-qualified power supplies situated
close to the detector, and these will still survive the radiation environment at the upgraded
luminosity. However, it is expected that additional supplies will have to be purchased. Much
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Figure 4.3: The hardware used to generate the Low Level Trigger.

of the electrical cabling in the cavern can be re-used. Around 8,000 optical fibres, rated for a
band-width of 600 MHz km, are already installed in the cavern and can support the band-width
of the GBT transmission.



Chapter 5
Vertex Locator (VELO)

Introduction

The physics programme of the LHCb upgrade requires an extremely performant vertex detector
with fast pattern recognition capabilities, excellent vertex resolution and two track separation,
and sufficient radiation hardness to guarantee excellent performance throughout the upgrade
data-taking period. In particular, the trigger performance, which relies heavily on the vertex
detector data, must be fast and flexible enough to adapt to the evolving physics needs of the
experiment. The move to a 40 MHz readout necessitates the construction of a new Vertex
Locator (VELO) with appropriate electronics and sufficient radiation hardness. Pixels are an
attractive choice for the upgraded VELO due to the high granularity and the relative ease of
pattern recognition. In order to provide 40 MHz readout, the Timepix chip, from the Medipix
family of chips [137] has been identified as an excellent candidate from which the final pixel
FE electronics, dubbed “VELOPIX” could be developed. The principal challenges of the pixel
module design are to keep the module sufficiently light and to control the power consumption
and cooling to the required levels. The alternative of an upgraded VELO strip detector would
be similar to the current VELO design, but require improved cooling and a new ASIC, with
possible synergies with the Silicon Tracker upgrade silicon option. In the following sections we
outline the VELO design requirements, and the R&D programme which is underway to develop
the upgraded VELO detector. For more details about the VELO upgrade see [138].

5.1 VELO evolution and design issues

The current VELO is manufactured with 84 R and ¢ measuring strip sensors operated in a
secondary vacuum inside the LHC beampipe. The sensors are grouped by R¢ pairs into 42
modules, each with 32 readout chips. The detector is divided into two movable halves, allowing
it to retract during LHC injection, and separated from the primary vacuum with a 300um thin
foil of aluminium alloy, which is corrugated in such a manner as to reduce as far as possible the
material traversed by particles before the first measured point. For a more complete description
of the VELO see [139] and references therein. The upgraded VELO will retain the current
vacuum system together with its control system, and also most of the movement mechanics,
however the modules must be completely redesigned to be compatible with the 40 MHz readout

29
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and to be able to withstand thermal runaway after high irradiation. The cooling is envisaged
to be a mixed-phase COs system similar to the current VELO, with the cooling capillaries
at approximately —40°C running around the edge of the silicon as far as possible out of the
acceptance. In order to drain heat away from the most irradiated innermost portions of the
module a diamond cooling spine is envisaged.

The major design issues for the VELO upgrade are outlined below:

Irradiation issues The upgraded VELO must be designed to withstand an integrated
luminosity of at least 40 fb~! and accumulate a maximum flux of up to approximately
0.3 X 10%n.,cm™2 at the innermost portions of the modules. After this dose, we would expect
currents of approximately 120 pA/cm? at —15°C at a bias voltage of 900V at the innermost
radius, equivalent to roughly 4 nA for 55 x 55 pum square pixels, or 200 nA for an innermost
strip. At these doses and currents, the tip of the silicon is exposed to the risk of thermal
runaway, from the bulk current and from the heat injected by the pixel ASICs. The most
challenging issue will be to provide effective cooling without introducing too much material
into the acceptance. The electronics will also be required to be extremely radiation hard and
tolerant of single-event upsets.

Geometry issues The trigger algorithms of LHCDb in both the current detector and the
upgrade rely on an impact parameter cut, hence the impact parameter resolution is an excellent
benchmark performance number for the detector. From our previous studies [140] we know that
the impact parameter resolution is well described to first order by the following expression:

2 2 2 2 2 2
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In this formula r; is the radius of the first measured point, pr is the transverse momentum of
the track in MeV/c, x/ Xy is the fractional radiation length before the second measured point,
which includes the foil, any dead area of silicon traversed, and the material of the first measured
point, o7 and oy are the measurement errors on the first and second point respectively, and
A;; represents the distance between x and y, where ¢ and j can be 0 (the interaction region), 1
(the first measured point), or 2 (the second measured point). This formula gives an indication
of the driving factors behind the design. The presence of the r? term indicates that the first
measured point should be as close to the interaction point as possible, which is achieved by
designing the minimum possible inner dimensions, reducing the size of the guard rings, and
having as many stations as possible. The impact of varying the minimum radius of the first

measured point is illustrated in Fig. 5.1 (left). The presence of the Xio term shows, on the

other hand, the importance of reducing the number of stations, of having the stations as thin
as possible, and of reducing the material contribution of the RF foil which encapsulates the
detector secondary vacuum volume. The impact of this material term on the impact parameter
resolution as a function of transverse momentum is illustrated in Fig. 5.1 (right). The final
term in Eq. 5.1 illustrates the importance, for high momentum tracks, of maintaining the best
possible precision. There are additional considerations which enter into the design, in particular
the importance of having stations surrounding the interaction region on both sides, in order to
measure the primary vertices as accurately as possible. In addition the overall performance of
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Figure 5.1: Illustration of the importance of some sample design parameters of the VELO on the
impact-parameter resolution performance. Each plot shows the impact-parameter resolution as a
function of 1/pr. The left plot shows the impact of varying the innermost radius of the first measured
point. The right plot shows the effect of decreasing the material in the foil. One of the goals of the
upgrade R&D is to decrease the foil material by a factor of up to two. The plots shown here use the
pixel straw-man design as input.

the detector in terms of the trigger algorithm and the time taken to execute this algorithm in
the computer farm must be taken into consideration.

Data rates Imposing a 40 MHz readout results in a high data rate output needed from the
front end chip, with the particle density per crossing reaching ~ 2.5 x 7~ /cm? at the highest
luminosity, where r is the radius in cm. Taking the model of a 256 x 256 matrix pixel detector
(as outlined in the following sections), and assuming an average cluster size of 2 leads to the
conclusion that from the innermost chip the data rate would be approximately 13 Gbit/s with
a total data rate of around 3000 Gbit/s for the entire detector. This would require a minimum
of 940 data links running at 3.2 Gbit/s. On top of this, extracting the data from the pixel
matrix to the pixel periphery becomes non-negligible at these rates and a fundamental design
change is needed for the front-end chip. This is discussed in the following sections. In the case
of the strip design, the total data rate is similar.

Mechanical constraints The presence of the detector within the LHC beampipe imposes
additional design considerations. In the baseline design, the concept of the separation of the
primary and secondary vacua is preserved, which imposes requirements on the foil leak tightness,
as well as its mechanical stability up to a small pressure difference of 5 mbar, which is a
safety factor required for the venting/pump-down procedures. The modules themselves cannot
be manufactured out of material which causes excessive out-gassing, and great care must be
taken with the integrity and leak tightness of the cooling connections. In addition the overall
constraints on the detector geometry, such as the horizontal opening movement of 30 mm, and
the total allowed detector length of 1.2 m, remain in place.
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Active Cooling Clamps

Ultra Low Profile
Connectors

Figure 5.2: Front view and exploded schematic of the VELO straw-man module, shown in an “open”
configuration; for normal running the module edges will overlap slightly. The 3 x 1 chip + sensor
components can be seen with the chips in yellow and the sensor in orange, mounted on either side
of the light blue, partially transparent diamond substrate. Eight of these components make up one
complete plane. The sensitive region is outlined with the dashed line.

5.2 Straw-man pixel design

A “straw-man”, or working hypothesis for the pixel detector layout, has been designed to serve
as input to simulation studies of the upgrade detector design. Its concept follows a conservative
estimate of the available technologies and may be revised following further R&D results. The
layout comprises two detector halves which can be accommodated by the current motion system.
Each half consists of 26 modules with varying spacing along the beam axis, the minimal pitch
being 24 mm.

A single module contains twelve VELOPIX chips (see Fig. 5.2). The chips are grouped in
rows of three which are bump bonded to a common silicon sensor. Each group of six chips
containing two such rows are mounted on opposite sides of the substrate such that they can
overlap in the transverse plane to create a gap-less acceptance.

The two blocks of six chips are mounted at right angles such that one block is read out
towards the top or bottom of the module and the other to the left or right. This results in
the readout columns of the chips being oriented pointing towards the beam-hole instead of
being laterally exposed. This configuration is chosen in order to produce a more uniform hit
occupancy in the columns and as a consequence a lower maximal column hit occupancy, which
is an important consideration in the design of the chip readout architecture. The outer row of
three chips has to be slightly displaced as it is mounted on the same side as the inner row of
the other block of six chips. This results in a small acceptance gap in the outer part of the
transverse plane of this layout; however there is complete coverage in the internal part, which
is essential to optimise the impact parameter resolution.

The sensors and chips are supported by a diamond substrate which extends about 1 c¢m
beyond the edge of the active area to serve as a cooling interface. The diamond extends to the
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innermost edge of the silicon. The diamond substrate is framed by a TPG substrate which also
acts as a support for the cooling and readout infrastructure.

The innermost edge of the silicon is at 7 mm from the beam, as for the current VELO
detector. The guard ring is assumed to have a width of 0.5 mm such that the active area starts
at 7.5 mm from the beam. Any possible reduction in either the distance of material to the beam
or the width of the guard ring would improve the performance of the detector. The material
of the RF foil also has significant impact on the performance as it contributes to most of the
multiple scattering between the origin vertex of a track and its first measured point. The foil
design is discussed in detail in Section 5.3.5.

The material thickness of the module will be dominated by the following components:
400 pm diamond substrate, 150 gym thinned ASIC, 200 pm thick silicon sensor, 50 um glue, and
kapton traces over half of the active region dominated in thickness by 60 pum kapton foil and
120 pm Al power and signal traces. From these contributions the total material thickness in
the sensitive region of the module can be estimated at roughly 0.8% X,. The impact-parameter
resolution performance has been estimated using a standalone GEANT3 simulation which uses
parameters close to these values. Assuming that a material contribution of the upgraded foil
of half the current foil is achievable, then the layout described here should achieve a nominal
impact parameter resolution performance of (19 + 28/pr)um where pr is the track transverse
momentum expressed in GeV/e. In case this foil thickness is not achievable, the degradation
in the material term would evolve as shown in Fig. 5.1. The efficiency for reconstructing all
four tracks from a B, — D,K decay has been simulated to be 98.3% (99.7)% if 4 (3) hits are
demanded per track.

5.2.1 Cooling Studies

A critical aspect of any pixel detector design is the cooling. Because of the large particle
fluence the silicon closest to the beam will draw large current, [em =~ O(100) pA/cm?. The
corresponding power dissipation, [,V heats the silicon, which in turn results in larger leakage
current. This thermal runaway can be avoided if the silicon is kept sufficiently cool, below
about —10° to —15°C.

The module will nominally incorporate a 400 pm-thick CVD diamond substrate which
extends from the innermost edge of the silicon out to a cooling channel, which is about 1 cm
from the outermost edge of the silicon. ANSYS [141] thermal simulations of a pixel module
assuming two-phase CO; cooling (as in the current VELO) have been performed, capable of
maintaining the temperature of the cooling channel at —35°, a conservative estimate of what
will be possible. The simulations included readout chip (ROC) heat loads, temperature and
radial-dependent silicon heating!, and nominal thicknesses and thermal conductivities of the
various materials.

The thermal performance of the module has been studied by varying the ROC power, the
diamond thickness, glue-joint thicknesses, and thermal conductivities of the diamond substrate
and epoxy interfaces. The main conclusions of these simulations, in order of importance are:
(1) The cooling line must be as close to the silicon as possible; (2) The ROC power must
be minimized. For a 400 pum thick diamond substrate with thermal conductivity, x = 1600

Mieax falls as ~ r— 19,
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W/m K, a maximum ROC power of ~3.0-3.5 W/chip can be tolerated, assuming all other
design parameters are held at nominal values. (3) In general, all thermal impedances between
the cooling line and the silicon must be minimized.

Other factors in the module design, such as moving the cooling channels closer, exact values
of thermal conductivities and material thicknesses, inner diamond detector region, etc, could
allow for somewhat higher ROC power, or provide more or less safety margin with regard to
thermal runaway. For ROC power below 3.0-3.5 W/chip, CO, cooling should be sufficient to
avoid thermal runaway up to a dose of ~ 10'® n.,/cm?, giving a safety factor of two above the
expected upgrade fluence.

5.3 R&D towards the upgraded VELO module

5.3.1 Module structure

A guiding principle of the module construction is to aim for a balanced two-sided design in order
to keep the structure planar for ease of construction, and to minimise distortion resulting from
temperature changes both during construction and operation. The proposed module will be
constructed around a central High Thermal Conductivity (HTC) CVD diamond or alternatively
a carbon-fibre clad TPG spine. Four tiles consisting of a sensor bump-bonded to three chips
will be precisely positioned, two each side, using similar jigging and techniques to those used
in construction of the present VELO. In order to meet the required operating temperature at
the highly irradiated inner edges of the sensor and avoid possible thermal runaway the spine
is required to extend under the whole of the active area of the module, and thus the thickness
of the spine must be kept as low as possible. Thermal simulations suggest that an HTC spine
of 400 pm thickness may be adequate, however minimisation of the thermal gradients in the
interfaces between the tiles and spine, and the spine and the biphase COy cooled heat-sink
attached at the outer edges, are critical in achieving this. Identification of adhesives and
a process to achieve repeatably very thin glue layers capable of resisting shear from CTE
differences between the silicon tiles and the substrate will be investigated. As the detector
is operated in a secondary vacuum, closely coupled with the primary vacuum, leakage from
the cooling system is avoided by providing a pre-engineered leak tight system and attaching
the heat-sinks during module installation. Development of a demountable low-mass heat-sink
structure compatible with the substrate CTE and adequate thermal performance is a priority.

To reduce mass in the active area both the chips and sensors can be thinned after production.
It is possible to thin the silicon down to 150 pum, or to 100 um for sensors and even less for
readout chips, if a support structure is used, however bowing and handling difficulties may
limit what can be achieved here. There are three alternatives under consideration for the
sensor technology, described in the following section.

5.3.2 Sensor options

Planar silicon sensors A substantial amount of experimental data has been accumulated
in recent years (see for example [142] and references therein) to show a surprisingly large
charge collection in severely irradiated silicon detectors, compared to the parameterisation of
the radiation damage accepted at the time. The discrepancy between these results and the
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predictions led to a reanalysis of the model describing the charge collection. The currently
accepted explanation for the enhanced charge collection in highly irradiated silicon sensors
involves a charge multiplication effect for irradiated detectors biased at high voltage. The data
show that planar silicon sensors can provide adequate charge collection for detecting minimum
ionising particle even after doses as high as 2 x 10'n.,cm ™ if coupled to low-noise electronics.
The data also show that after this level of irradiation, detectors of reduced thickness (~150 pum)
exhibit better charge collection than standard ones (300 pm) at the same bias voltage. This
feature makes thin devices particularly interesting for the LHCb upgrade, because a signal of
about 6000 e~ can be measured at 900 V with a 150 um detector after ~ 2 x 10%nq, cm™2,
corresponding to double the dose expected at the upgrade. This implies that very good tracking
efficiency can be maintained, particularly when coupled to the low noise electronics that will be
made available for the upgrade. It should be noted that the charge multiplication effects can
also increase the noise levels, and so it is essential to pursue R&D to guarantee the expected
performance.

The charge multiplication mechanism that enhances the signal after high doses can have an
impact on the charge sharing, though, and therefore on resolution in segmented sensors. The
charge sharing is expected to be reduced with irradiation. One of the aims of the R&D on
planar sensors will be to determine the changes of the charge sharing between adjacent readout
channels as a function of the irradiation. Planar silicon sensors will need high bias voltages,
and the system needs to be designed to be able to sustain up to about 1000 V bias for efficient
tracking performance after the higher doses. This will in turn lead to significant detector leakage
current. The leakage current can be reduced by lowering the operation temperature and by
annealing the sensors for limited amount of time at temperature around or above 20°C. The
scenario for optimal operations (sensor temperature during data taking and during shut-down
periods) will be studied. One of the drawbacks of the planar technology is the need to keep
a significant distance between the active area and the cut edge to prevent voltage breakdown
through the sensor edges. This distance is, for present designs, as large as ~1 mm. An optimised
design of the implanted ring structures that surround the active region to provide protection
against low resistive paths between the active region and the edge of the sensors (biased at high
voltage) can considerably reduce the inactive region. Here a further advantage can be found
with thin devices, because the width of this area can be further reduced with respect to standard
devices. Widths of the inactive area of 400 pum or below seem to be possible. The investigation
of planar silicon sensors will use various types of devices (diodes, pixel and microstrip sensors)
from different manufacturers, and will use different characterisation methods (lab measurements
with IV-CV bridges, radioactive sources and beam tests with high resolution beam telescopes).

Diamond sensors Chemical Vapor Deposition (CVD) diamond has some appealing proper-
ties as a sensor element for hybrid pixel modules operating at the kind of radiation fluences
which are envisaged for LHCb upgrade operation. It has been demonstrated to be extremely
radiation tolerant, and in addition the leakage currents remain low after irradiation, so that the
risk of thermal runaway and the associated cooling challenges of the upgraded VELO modules
might be reduced with the use of diamond for the sensors closest to the beam. In addition
its large thermal conductivity (between four and five times that of copper at room tempera-
ture) may be exploited for intelligent integrated cooling concepts, thus leading to an overall
optimization of the material budget in the innermost region of the detector.
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The challenges of this technology include producing wafers with uniform charge collection
distance sufficient to produce an adequate signal-to-noise ratio throughout the expected detector
lifetime, spatial resolution, and minimization of the horizontal polarization fields induced by
grain structure effects.

The RD42 collaboration has worked for the last 20 years to improve the quality of poly-
crystalline CVD (pCVD) diamond, and of single crystal diamonds. The latter have excellent
charge collection and spatial resolution properties, however the production of single crystal
diamonds in the size needed for our application appears too expensive. We have started an
R&D programme to establish the suitability of pCVD diamonds, by acquiring some pCVD
diamond samples suitable for bump-bonding with Timepix devices. We have measured the
collection length of five samples with a *°Sr source, obtaining collection lengths between 200
and 250 pm. Test beam studies to validate these measurements and to study other properties
such as efficiency and spatial resolution are under way.

The next steps are:

1. An assessment of the performance of CVD detectors developed for the ATLAS insertable
B-layer project, in conjunction with the Timepix ASIC.

2. The construction of pCVD hybrid pixel modules with Medipix3 readout to evaluate their
radiation resilience.

3. The production of a wafer optimized for our application in terms of thickness and charge
collection distance to be bump-bonded to prototype Timepix2 or VELOPIX ASICs, to
study the performance of the final system.

In parallel we are studying the factors which affect the detector performance, such as met-
allization, overall active area, wafer thinning, and integration of the diamond sensor into the
cooling design of the pixel module.

3D silicon sensors 3D silicon detectors consist of a three-dimensional array of electrodes
that penetrate into the detector bulk. The 3D detector is realised by etching holes normal
to the surface of the silicon and filling these with dopant to form interposed arrays of n™
and p* holes. In traditional planar detectors the electrodes are implanted in the top and
bottom surfaces of the wafer so the maximum drift and depletion distances are set by the wafer
thickness. In contrast, 3D detectors deplete laterally, so these distances are given by the inter-
column spacing that can be much smaller than the wafer thickness. The reduced electrode
distance results in high electric fields and high drift velocities with relatively low bias voltages
that reduce the probability of trapping, gives short collection times and makes the devices
radiation hard. These devices show very promising radiation resistance, but are difficult to
fabricate. The fabrication difficulties can be partially eased with the use of double-sided 3D
sensors, where the columns do not extend through the full depth of the silicon bulk [143]. A
potential advantage for the VELO upgrade of 3D technology is that the self-shielding geometry
and additional processing can allow devices to be active to within 10um of their physical edge.

Both strip and pixel 3D devices have been developed. Pixel devices have been fabricated
for Medipix/Timepix and ATLAS designs, with most recently quad-Medipix sensors having
been produced. Devices have been simulated with ISE-TCAD and the electrode geometry
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configuration has been optimised [144]. The devices have been tested in the laboratory with
LHCb/Medipix and other CERN testbeams and at the Diamond synchrotron [145]. The devices
deplete between columns at 2 V, and deplete to the front and back surfaces at 10 V. In the
current devices the pores (10 pym diameter) do not collect charge, and hence an inefficiency is
obtained for perpendicular tracks. The devices also have considerably higher capacitance than
comparable planar devices?.

The unirradiated 3D devices show 100% charge collection efficiency (22.8k electrons) at
full depletion. Only moderate bias voltages, 150 V, are necessary for full charge collection for
fluences up to 10'® ne,/cm?. Higher radiation doses reduce the collection efficiency but for
10'® neq/cm? the collected charge at 150 V is 44% (10k electrons), and higher at 300V. For
comparison, a 300 um-thick n-on-p planar sensor irradiated to the same fluence of 26 MeV
protons has a 25% collection efficiency at 900 V bias [146]. Charge multiplication effects have
also been observed in the 3D detectors (as in planar devices), and are currently under study.

5.3.3 Electronics R&D

The choice of a pixel detector for the upgraded VELO requires a new front-end chip that
satisfies the electronics architecture described in Section 4. A family of pixel chips (Medipix,
Timepix [137]) has already been developed based on a 55 pum square pixel, and these have
been used successfully in a number of different applications. A new development, Timepix2, is
currently underway and many of its features, in particular the analog front-end, are applica-
ble to VELOPIX. Thus VELOPIX will be an adaptation of Timepix2 with a digital readout
architecture to match the LHCb requirements.

The technology of choice is the IBM 130 nm CMOS process, which is now widely used in high
energy physics and offers the advantages of large component density and an intrinsic tolerance
to the total-dose effects of ionising radiation. Recent measurements on Medipix3 [147] indicate
that the technology can survive doses of well beyond the ~ 200 Mrad expected in the upgraded
VELO.

Table 5.1 lists the main requirements for the VELOPIX chip. The size of the pixel and of
the full matrix match well the VELO requirements on track precision and area coverage. The
maximum peaking time of 25 ns allows correct identification of hits with the bunch crossing.
The requirements on noise and threshold are determined by the signal expected from the silicon
sensor after irradiation and also include the expected reduction in signal due to charge sharing
between pixels. The ability to measure time over threshold (TOT) per hit is expected to
improve the track resolution by allowing more precise hit position reconstruction through charge
weighting, as demonstrated by the test beam results described in [138]. All of these features
will be implemented in Timepix2.

An extremely important requirement is the sparsification of data, given the requirement
of reading all hits from every bunch crossing. In addition to this, the small pitch and track
angles mean that charge will often be shared amongst pixels, increasing further the data rate.
An architecture has already been developed to minimise the data bandwidth from the pixel
matrix [148]. This is based on grouping the digitised data from a 4 x 4 array (a super-pixel)
and transmitting this information as a formatted and encoded cluster. Figure 5.3 shows the

2The capacitance between one readout strip and the bias columns, which dominates the total capacitance,
was measured as 12.5 pF/cm in an 80 ym-pitch strip detector.
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Table 5.1: The main requirements of the VELOPIX chip.

Parameter Requirement
Pixel size 5Hpum X b5um
Array size 256 x 256
Front-end peaking time < 25 ns
Time-walk for signals 1000 e~ above threshold | < 5 ns

Noise for input capacitance up to 25 fF < 100 electrons
Minimum detectable charge 500 electrons
Channel-to-channel threshold spread < 30 electrons
Time over threshold measurement 4-bit

Readout type zero suppressed
Power consumption < 1.5 W/em?

super-pixel organization: the 4 x 4 matrix of analog pixels share a common super-pixel digital
block processing the information of all pixels in the matrix. In order to reduce the data rate,
the super-pixel data is formatted with a scheme including a header containing the data common
to the pixels in the group, such as the beam crossing number, and using the minimum number
of bits to transmit the pixel specific information. Various layers of buffering are involved within
a super-pixel, within a group of 4 super-pixels, and at the end of the super-pixel column. The
preferred method for transmitting the data off the chip is by high-speed serial links. The average
ASIC output in the innermost region of the sensor can reach about 13 Gbit/s, and we assume
that the serialiser drivers will be capable of delivering 4 GBit/s, hence 4 per chip is sufficient.
Hit patterns derived from Monte Carlo events have been used to assess the performance of the
chip architectures and it has been shown that losses of less than < 0.5% are expected for the
highest occupancy conditions.

The performance of the Timepix chip for charged particle tracking has been verified with
the construction of a dedicated Timepix telescope and the extensive characterisation of a series
of hybrid pixel devices, including 300 and 150 pum thick planar sensors and irradiated and non-
irradiated 3D sensors. A resolution of 4 pym has been demonstrated for optimum angles in the
planar sensor, together with very high efficiencies and accurate charge calibration [149].

5.3.4 Readout Architecture

Four hybrids comprising six VELOPIX ASICs form a pixel plane, as described above. Thus, in
the present model featuring four high speed serial links per ASIC, each hybrid comprises 24 high
speed data outputs. Assuming 26 pixel detector planes, the total number of data links in this
system is 2496. This number can be reduced if ASICs with low occupancy use a smaller number
of high speed serializers. As the electronics operates in an a vacuum enclosure, we are planning
to use copper data cables inside the detector box. This choice is motivated by the higher
radiation tolerance and reliability of this solution. The challenge is to ensure transmission of
5 Gbit /s data rates over about 2 m with low mass cables and several discontinuities introduced
by connectors and feedthroughs. The current design of the data receiver boards (TELL40), used



5.3. R&D TOWARDS THE UPGRADED VELO MODULE 69

~140 um

Superpixel
of 4x4
55 um pixels

220 um

s|ax1d4adns pXi JO SUWN|0D 19

Figure 5.3: VELOPIX super-pixel layout. The orange circles indicate the bump-bonds to individual
sensor pixels, and the yellow regions marked A indicate the analogue electronics part. The array of
super-pixels making up the chip is shown below.

to transfer data from the front-end devices to the event processing farm, can accommodate up
to 24 inputs on each of 4 mezzanine cards. Under this assumption, our “back-end” electronics
would comprise 26 TELL40. The readout scheme of a VELO half is illustrated schematically
in Fig. 5.4.

There are several R&D items that need to be addressed to validate this overall readout
concept. The detailed simulation of the data flow at chip level needs to be complemented by a
“system level” study of the data rates needed across a pixel plane. The data-acquisition group
provides a framework to perform these studies, which we need to adapt to our description of
the “quarter-plane” slice.

The R&D to develop a suitable data transfer scheme is focussing on the following issues:

e Most suitable electrical standard to be adopted in the high speed serializer (CML, LVDS,
SLVDS);

e Signal equalisation to compensate for the distortion induced by the high speed signal
transmission over ~ 1.5 m low mass cables. One option would be to incorporate suitable
elements in the VELOPIX itself (“pre-equalisation”) although this would require modifi-
cation of the high speed serial drivers currently being developed for other CERN projects.
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Readout of one VELO half
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Figure 5.4: Schematic illustrating the readout of one VELO half.

Another option would be to install “self-adapting” circuits at the receiving end (“post-
equalisation”), which would have the advantage of being able to automatically adjust the
compensation to match the distortion in each individual line. Commercial devices will
be considered, if the radiation tolerance is adequate, or a custom implementation may be
necessary.

The VELOPIX readout architecture poses particular challenges to the TELL40 due to the
fact that the data are produced as non time-ordered packets. In addition, the super-pixel
clusters may contain two individual clusters which must be split before the tracking algorithms
are performed, and due to the fact that clusters are not combined across super-pixels in the
row direction, clusters may have to be merged. The electronics specifications are designed to
remove the majority of time-walk effects from the data, but any residual time-walk could also
split clusters across event time-stamps. Gain non-uniformity and offsets in the pixel thresholds
will affect the cluster position calculations, as will potential corrections for imperfect charge
sharing between pixels. We will study how to use the powerful Stratix IV included in the
TELL40 boards, featuring DSPs ideally suited for complex mathematical data manipulations,
to address these effects. Potential algorithms could reduce the data rates, provide a first level
of event filtering, introduce calibration constants, and reorganize the data into real clusters
ready to be combined into tracks.

5.3.5 Foil R&D

The main purpose of the RF foil is to act as a de facto beam pipe, with all its attendant
functions, i.e. it must: separate the primary (accelerator) and secondary (detector) vacua,
carry the image currents of the beams, allow for the close-in VELO sensor geometry with
overlap, shield against RF noise pick-up in the VELO, and withstand high radiation levels.
The main issues with the current design [150] of the RF foil are that it contributes about half
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Figure 5.5: The first design of the RF foil for the upgraded VELO, based on the L-shaped straw-man
module geometry. Each of the 26 stations is comprised of two VELO modules, with sensors (green),
ASICs (yellow), and substrate (transparent grey). The foil (gold and orange) is shown between the
modules on each side, and is corrugated to conform with the L-shape of the modules as well as the
small overlap of the modules that is required for full acceptance coverage. The first three modules
have been removed from this figure to expose the foil geometry. The spatial amplitude is smaller than
the current RF foil, but the curvature is more complicated

of the total material thickness of the VELO detector, adding significant Coulomb scattering to
the vertex and tracking errors, and its shape must be altered to accommodate the L-shaped
VELO module described in Section 5.2. It is assumed that the current overall structure of
having two independent movable overlapping halves, moving in the horizontal direction, will
be retained. A view of the upgrade RF foil is given in Fig. 5.5.

These functions and issues place many serious requirements on the foil material and design.

e In order to reduce the tracking errors, the radiation length /X, of the new foil material
should be smaller than that of the currently-used aluminum alloy (300 pm thick AlMg3).
The foil dominates the material before the second measured point, and simulations confirm
that the impact-parameter resolution indeed scales with the square root of the radiation
length of this section. However the material cannot be too thin, otherwise it will not be
stiff enough to prevent deflection onto the sensors nor to prevent material fatigue under
repeated vacuum cycles, causing pinhole leaks.

e The foil design and material must be compatible with ultra-high vacuum and dynamic
beam effects, such as multipacting and secondary emission yield. This requires NEG
coating and low out-gassing. The structure should be impedance tuned to minimize the
generation of wake fields. It must withstand a radiation dose of ~200 Mrad without
significant degradation.

e The foil material must be formable to a complicated geometric shape comprised of corru-
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gations, small feature sizes, and a large step required by overlapping L-shaped modules.
The plastic deformation technique used in the fabrication of the current RF foil is unlikely
to be viable in forming a large step.

The technologies under consideration include either developing a new material such as a carbon-
fibre reinforced polymer (CFRP), or using a workable metal alloy similar to AIMg3.

CFRP composites have intrinsically low density and can be made with large-modulus fibers
for stiffness, plus space-qualified resin that is radiation-tolerant, low out-gassing and micro-crack
resistant. Similar material has been shown to be mechanically stable to above 500 Mrad [151].
Recent advances in CFRP fabrication techniques indicate that the use of carbon nanotubes
for polymer reinforcement has the potential to increase the strength of the material consider-
ably [152]. Additionally, the RF foil, box and flange can be fabricated as a single integrated
unit, avoiding vacuum sealing problems. Use of this material could reduce the material thick-
ness by a factor of two over the current foil. However its large-area behaviour under vacuum
has yet to be established, particularly with long term radiation exposure.

A first set of CFRP samples have been fabricated, consisting of small, flat, 300um thick
pieces, made with various layup techniques in order to optimize material, thickness uniformity
and vacuum tightness. Dedicated molds have been made as tooling for layup shaping, with
the first shaped samples fabricated having ~ 300 pm thickness and good feature definition. A
testing program has been developed for determining the resulting curvature profile, uniformity
of thickness, mechanical deformation, vacuum sealing, and so on. In addition to measurement
of the basic features for a large-area structure, these prototypes will be tested for RF shielding
and radiation resistance.

Metal alloy has been used successfully in the current RF foil, and many of its basic features
are already known. The focus is on the fabrication technique, such as developing a different
deformation technique to form the foil, or machining the foil from a thicker plate, with the
use of a H-axis milling machine. The milling technique can be combined with a new approach
in which the full box is machined from a single massive block of homogeneous AIMgMn, with
mechanical strength provided during the process by a special filling material. In this way the
thickness of the side walls can be graded in an optimum manner, and the difficulties of welding
a very thin front foil to create the final box are completely avoided. In a first demonstration
step a box with a flat front foil has been machined with a foil thickness of 300 ym and the object
has been tested to be leak tight to < 107 mbar 1/s. The next step will be to manufacture a box
with an L-shape foil, which will be evaluated for vacuum tightness and thickness uniformity:.

5.4 Strip-based alternative design

In case the material budget or power consumption of the pixel detector rise beyond acceptable
levels, a strip-based detector is also being prototyped. The silicon strip sensors of the current
VELO detector in the LHCb experiment are the result of an R&D programme over a period of
six years and four major cycles. The initial approach taken for the upgrade design is to stay as
close as possible to the proven design. The following issues have to be taken as main inputs:

e Signal-to-noise ratio: After a total integrated luminosity of 40 fb~! the sensor signals
are expected to drop to about 10k electrons. In order to maintain a reasonable signal-to-
noise ratio at the end of the lifetime of the detector the capacitance of the strips should
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be kept below 4 pF. The capacitance can be brought down by placing the routing lines
so as to minimise the routing line length for the most irradiated inner strips.

e Number of channels: Increasing the number of channels can bring an advantage in
terms of occupancy. On the current module, there is space to fit 20 Beetle chips around
the sensor (the current die size is 5.1 mm along the short edge). The dimensions of a
future chip will be further optimised, as the use of 130 nm technology and the removal of
the analogue pipeline will bring significant space savings. As an additional benefit, the
removal of the intermediate pitch adapter will bring a gain in signal-to-noise ratio.

e Minimum strip pitch: Given the flexibility of the strip design, it will be possible to
reduce the minimum strip pitch and obtain more precise measurement for the first point
on the track, of vital importance for the impact-parameter resolution. This requirement
has the additional benefit of lowering the occupancy and giving an improved resolution
after high irradiation doses in comparison to the larger pitches, when charge sharing is no
longer operational in the sensor. The total resistance presented to the electronics front
end must be carefully controlled, to ensure the signal-to-noise ratio is not affected.

e Minimum radius of first measured point: Reducing the radius of the first point will
improve the multiple scattering term component of the impact parameter resolution, by
about 10% per 0.5 mm reduction. This can be achieved by reducing the width of the
guard ring.

e Occupancy: The occupancy is expected to go up by a factor 1.6, for an increase of a
factor five in luminosity. It can be reduced by increasing the number of strips, as discussed
above, and by matching the strip pitch precisely to the particle occupancy as a function
of radius. Preliminary studies show that at the upgrade the occupancy can be brought
below 1%, for operation at the highest luminosity, as shown in Fig. 5.6.

e Cooling: As for the pixel option, the cooling is envisaged to be provided by a diamond
spine extending to the innermost edge of the silicon. Given that the power consumption
is less in the irradiated region due to the absence of readout chips, it is expected that the
performance will be at least as good as indicated by the studies for the pixel module.

In the strip prototype detector, the total number of strips will be increased to 2560 (corre-
sponding to 20 instead of 16 readout chips with 128 readout channels), and 23 modules would
be employed. The increase in the number of channels and hence power consumption should
be within the range of the cooling system, however there will be likely improvements in chip
power consumption along the lines of the developments for the ATLAS ABCn chip [153]. The
minimum pitch will be decreased from the current 40pum to 25 or 30um, and the first sensitive
strip will be placed at 7.5 mm, assuming that a 500 gm guard ring width will be achievable.
The occupancies which can be achieved with such a design are reasonable. Assuming that a
material contribution of the upgraded foil of half the current RF foil is achievable, then the
layout described here should achieve a nominal impact parameter resolution performance of
(14 4 20/pr) pm where pr is the track transverse momentum expressed in GeV /¢, and similar
efficiency as for the pixel option (see Fig. 5.6). A strip detector has been designed and will
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Figure 5.6: Left: the expected occupancies for all 42 sensors in an strip detector design for operation
at a luminosity of 1x 1033 cm™2s™!, for minimum bias events and for B, — ¢¢ signal events. Right: the
expected impact-parameter resolution for the upgraded strip design as a function of 1/pr, compared
to the values for the upgraded pixel design.

be produced, in order to confirm that the basic signal-to-noise performance is sufficient for the
upgrade.

Concerning the front-end electronics, the current VELO uses the analogue 128-channel
Beetle ASIC that provides four analogue outputs at a 1 MHz L0 rate. The synchronous 40 MHz
readout of the LHCb upgrade means that a new radiation-hard readout chip would have to be
designed for the new environment able to read at that frequency, suitably adapted to the
low detector capacitance to provide the best possible signal-to-noise ratio. In addition, a
programmable zero suppression data transmission should be implemented. The design of such
a chip would have significant synergies with the strip chip which may be required for the
upgraded TT, as described in Section 6.4.

5.5 VELO R&D infrastructure

The VELO upgrade infrastructure comprises three broad classes of equipment that are being
developed to aid the qualification of technologies for the VELO upgrade. These are laser (or
cosmic-ray) test stands, vacuum chambers and a particle telescope with a fast time-tagging
capability for tracks. It is intended that the laser and cosmic test stands and vacuum chambers
will exist in several different forms for the development of pixel and strip sensor technologies
and the qualification of new module types. The particle telescope will be based at CERN and
will be used to prove the sensor and module technologies in tests in charged particle beams.
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5.5.1 Laser test stand

The laser test stands will be used to verify the performance of front-end read out chips and
sensor technologies in a repeatable manner that does not require the same level of infrastructure
as a full beam test. They will comprise a focused red or near IR laser that will deposit charge
in very precise locations in the detectors. These will be coupled to accurate motion stages that
will allow the laser spot to be scanned with micron accuracy over the detectors. They will be
used to study in detail the response of sensors and front-end amplifiers as well as effects such
as charge sharing, time walk and cross talk.

It is foreseen that there will be systems of this nature at all the centres developing the new
sensor technologies, and there are already active systems existing. These systems have been
initially used to characterise the response of Timepix assemblies and 40 pum strip detectors in
conjunction with a series of test-beam measurements.

5.5.2 Vacuum chamber

There already exist vacuum chambers at a number of institutes for testing out-gassing of vari-
ously sized items. With careful instrumentation these could be used to make limited measure-
ments of the thermal performance of prototype modules. In addition it is intended to construct
a more sophisticated chamber dedicated to the VELO upgrade with a window to allow the
measurement of both the thermal and mechanical performance of prototype modules. This will
have a relatively large volume to allow full sized modules to be tested. It will be instrumented
with lasers to measure the mechanical deformation and a thermal camera to measure the tem-
perature performance. It is hoped that the significant synergies with the NA62 Gigatracker
project can be exploited to share this resource.

5.5.3 Telescope

The development of an efficient, accurate and convenient particle telescope system for the
characterisation of VELO upgrade assemblies forms the core of the R&D characterisation pro-
gramme. In a first step, a telescope has been constructed using Timepix assemblies which has
demonstrated a resolution at the device under test of ~ 2 ym. The time tagging capabilities of
the Timepix were exploited to allow tracks to be allocated to scintillator triggers, giving each
track a time tagging of better than 1 ns. The shutter mode of operation of the Timepix allowed
an instantaneous particle flux of up to 4 kHz to be recorded. The telescope has been used to
characterise Timepix assemblies with 300pum and 150pm thick sensors, as well as Timepix 3D
(irradiated and unirradiated) assemblies. In addition a synchronisation mechanism was set up
to allow the time of the track to be recorded and placed correctly within a 25 ns period, in
order to allow the test of strip detectors connected to Beetle chips, and a number of fine pitch
devices were tested [149]. A best resolution for angled tracks of 4 yum was demonstrated for the
Timepix chip with an efficiency of 99.5%.

The telescope development is planned to continue, building on the strong collaborative
links already existing with the Medipix group. It is foreseen that it will be available to other
sub-detector upgrade projects within LHCb, as well as collaborations with similar needs, for
example NA62 or other Medipix collaboration members. It is planned that the telescope will
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eventually be developed into a system with two independent arms that could be mounted
on either side of any desired device under test, and a TDC unit that will time-align triggers
and the device under test with the time-stamped data from the arms. The arms will use the
RELAXD Timepix readout system based on Gigabit Ethernet technology. This will also allow
a single arm unit to be used as a cosmic test stand. In addition a precise motion platform
and mounting for the arms is being developed at CERN, along with infrastructure to provide
cooling for irradiated devices and environmental monitoring. This development is planned to
exploit synergy with the EU-funded AIDA project, while providing a powerful instrument for
the VELO upgrade prototyping work.



Chapter 6

Charged Particle Tracking

6.1 Downstream track reconstruction

The downstream tracking region of LHCb comprises one tracking station (TT) located up-
stream, and three tracking stations (“T-stations”, T1-T3) at the downstream side of the mag-
net. The purpose of these tracking stations is twofold:

1. provide a high precision momentum measurement for charged particles resulting in precise
mass resolutions of unstable particles;

2. measure the track directions of the charged particles as input to photon-ring searches in
the RICH detectors for particle identification.

In the reconstruction sequence of LHCb we distinguish different track-types depending on the
sub-detectors they traverse: “long tracks” traverse the full spectrometer (VELO and T-region)
and have best momentum and vertexing quality, “downstream tracks” traverse only the TT
and T-region and contain good momentum information, and finally “T-tracks” only traverse
the T-stations and have precise slope information for RICH-2.

For low and medium momentum tracks (up to about 80 GeV/c) the momentum resolution is
mainly limited by multiple scattering, while for higher momentum tracks the detector resolution
becomes the limiting factor. To measure track momenta of all particles a T-station track-
segment after the magnet is used in the following ways.

e For high momentum long tracks, the momentum is effectively measured by combining the
T-station segment with a track slope measurement before the magnet using VELO and
TT.

e For lower momentum long tracks as well as for downstream tracks, the momentum is
effectively determined by combining the T-station segment with a short T'T track-stub.

e For T-tracks the momentum is measured either by assuming the track originates from the
primary vertex (for high momentum tracks) or by measuring the curvature in the stray
magnet-field in the T-region (for low momentum tracks).

To achieve these goals the T-detectors were designed to provide high efficiency standalone
pattern recognition capabilities together with high resolution in the B-field bending plane. The

7
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T-detectors consist of large Outer Tracker straw detectors, covering 98% of the 30m? detector
surface and smaller Inner Tracker Silicon detectors, covering 0.3m? at the small angle—high
track density—region. The T-stations are used in the HLT to find long track continuations of
VELO track-seeds and provide precision momentum information in the trigger to inclusively se-
lect signal events. Alternatively, offline standalone track finding in the T-stations complements
the track finding to achieve maximum efficiency for exclusive final state reconstruction.

The TT station covers the full acceptance of 2 m? before the magnet and was constructed
using the same Si technology as the IT detector. The purpose of the TT-station is four-fold:

1. To reconstruct the trajectories of long-lived tracks that decay outside the fiducial volume
of the VELO detector (e.g. Kg decays).

2. To reconstruct low momentum “slow” particles that bend out of the acceptance of the
detector before reaching the T-stations.

3. To provide an additional track segment to ease pattern recognition and to improve the
connection between the track segments determined by the VELO and the downstream
T-stations. In the present high pile-up data taking mode with high track density in the
detector, a significant reduction of false tracks (“ghosts”) has been achieved, when tracks
are required to be validated by TT hits.

4. To allow for selecting high momentum tracks in an early stage of the online track trigger.
Since low momentum tracks may scatter and give rise to a large impact parameter, knowl-
edge of the track momentum suppresses the secondary vertex candidates. This feature is
not used at present, since in the region between VELO and T'T the multiple scattering is
higher and the magnetic field is lower than assumed in the original simulations.

The set-up of the tracking detector stations was designed [154,155] and optimized [156]
to provide best performance in a high track-density environment! corresponding to instan-
taneous luminosities in the range of £ = 2 — 5 x 1032ecm2s!. For nominal LHC running
L =2 x10%cm~2s7! corresponds to 10 MHz visible interactions with an average number of 0.4
interactions per bunch crossing. At these run conditions the T-stations are expected to observe
on average 72 charged particle tracks, of which 26 are long tracks, for a bb event [156].

For optimal track reconstruction, each of the stations is equipped with four measurement
layers according to the coordinates: X-U-V-X, where X indicates a horizontal measurement and
U and V stereo measurements at £5° from X. The presence of two X-layers allows to perform
an initial 2-dimensional track search algorithm as an initial step for a full 3-dimensional pattern
recognition procedure. Experience with the HERA-B detector, as well as dedicated MC pattern
recognition studies demonstrated that optimal ghost rejection performance was obtained for
stereo angles in the region of 2.5° to 7.5°. The choice of a stereo angle of 5° provides a
y-coordinate measurement with sufficient precision on the track slopes for the RICH pattern
recognition [156]. For the TT detector a similar geometry was adopted to ease the reconstruction
of Kg decaying downstream of the VELO.

Contrary to the IT, the TT and OT detectors have their on-detector electronics mounted just
outside the fiducial volume of the experiment. The read-out systems of the tracking detectors

!For all simulation studies at various luminosities nominal LHC operation with 25 ns bunch spacing and
Tinel(v/8 = 14 TeV) = 80 mb is assumed.
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Figure 6.1: A comparison of the track multiplicity in 7 TeV events in the LHC and for real data and
MC events, for long tracks (left) and all tracks (right).

allow T and TT station measurement information to be available in the HLT trigger with a
1 MHz readout frequency.

In this section we discuss the strategy to operate the tracking spectrometer in a higher
track density environment together with a higher event readout frequency of 40 MHz, while
maintaining the excellent resolution performance of the current detector.

6.1.1 Experience with the current detector

Monte Carlo simulations are used to evaluate the performance of the detectors in a high lumi-
nosity environment. To verify the correctness of these calculations we present first a comparison
between these MC samples and the real data observed in the 2010 run. Due to the limited
number of LHC bunches in 2010, spill-over was not present?. The 2010 data has been used
to validate the reconstruction efficiency of charged tracks in simulations without pile-up, and
subsequently the MC is used to extrapolate to the 25 ns bunch structure and high luminosities
in the upgrade.

The event track-multiplicity, including primary tracks directly produced in the pp collisions,
as well as secondary tracks from interactions with detector material, is directly related to the
total number of hits observed in the detectors. In Fig. 6.1 the multiplicity of long tracks per
event is compared between data and MC for 7 TeV collisions. The plot shows a good agreement
between the data and MC distributions, with only a 9% higher multiplicity in data, indicating
that the LHCb PYTHIA tuned MC events provide a reliable simulation of the multiplicity of
real data. It should be noted that the observed hit multiplicity in the TT and T detectors are
approximately 30% higher than predicted by MC, due to detector hits that are not assigned to
tracks. In the MC such hits originate from low momentum secondary particles.

The pattern-recognition capabilities of the detectors are expressed in the track-finding ef-
ficiency and the probability to reconstruct ghosts. The pattern recognition algorithms were

2The arrival time of each particle and electronic response may span more than the time interval between
consecutive bunches. The MC for the upgrade takes this into account, also generating interactions several
bunches around the bunch of interest.



80 CHAPTER 6. CHARGED PARTICLE TRACKING

1.0
F Long
09 F *— Rguoy VS P

P T.Seed .
08 r - RGhosl vs p

eRec
RGhosl

’ 0.7 F
0.6F —— dimeyp 0.6 F
05 05
ol e oal
03F -
02F g
0.1; ?a‘ o
0.0’\\\‘\\\‘\\\‘\\\‘\\\‘\ 0.0’\\\‘\\\‘\\\‘\\\‘\\\‘\
0 20 40 60 8 100 0 20 40 60 8 100

p [GeV/c] p [GeV/c]

Figure 6.2: MC results for (left) track finding efficiency for long tracks and T-station seeds as a
function of momentum, (right) ghost rates for long track finding and T-station seeds as a function of
momentum.

tuned to provide maximal efficiency for an acceptable fraction of ghost tracks. To demonstrate
the capabilities of the current T and T'T detector setup we present the efficiency and ghost rate
of the T-seed track and the long track finding methods. In the case of MC events the track
reconstruction efficiency and ghost rate is easily determined using MC truth information. The
track-finding efficiency and corresponding ghost-rates for long tracks, as well as for T-station
segments are shown in Fig. 6.2 for B-decay events at 25ns LHC operation at a luminosity of
2x10%2cm~2s7!. The track finding efficiency is better than 90% for tracks with momenta higher
than 5 GeV/c, while the ghost rate is less than 10% for these tracks.

For real data, the track-finding efficiency for tracks in the downstream region can be deter-
mined using Kg decays [157] in which one pion is required to be fully reconstructed as a long
track, while the second pion is only required to be observed in the VELO and in the calorimeter.
The method is illustrated in Fig. 6.3. The comparison between the reconstruction efficiency
for real data and MC data for tracks with pr > 0.2 GeV/c yields agreement within 3%. Alter-
natively, the track finding efficiency for long tracks can be obtained from a comparison of the
observed relative yield between decays with known branching fraction, D — K7 with respect
to D — Knrm. This method yields a consistent ratio of 1.0 & 0.03 between data and MC [12].
From these results it is concluded that reconstruction efficiencies can be reliably determined
with our Monte Carlo simulations.

The hit resolution of the tracking detectors for real data is found by calculating unbiased
residual distances between detector hits and the reconstructed trajectory. The residual plots for
the OT hits and IT hits are shown in Fig. 6.4 and show that the average resolution is 230 pum
for OT hits, 73 pm for I'T hits and 93 pym for TT hits. The expected values from the MC are
respectively 200 pm (OT) and 50 pm (IT and ST). The remaining difference are contributed
to remaining systematic calibration, misalignment and magnetic field-mapping imperfections,
which affect the T'T-station in particular. The corresponding momentum resolution is expected
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to be in the range d(p)/p = 0.3% — 0.5%. To compare the momentum reconstruction perfor-
mance of real data with MC simulation the dimuon invariant mass distribution at the J/1
peak and the Y-resonances are plotted in Fig. 6.5. The observed resolutions are 13.6 MeV /c?
for the J/1 and 47 MeV/c? for the T(15), deviating about 25% from the corresponding MC
expectations of respectively 10.9 MeV/c? and 40 MeV/c?. A small systematic offset of the
reconstructed J/¢ mass of 2.5 MeV /c? is observed.

6.1.2 Detector occupancies

The geometry of the IT and OT detectors were chosen to limit the occupancy of the hottest
regions in the OT detector to below 10% for nominal run conditions at £ = 2 x 1032cm 251
[156]. The 5 mm cell diameter of the straws is chosen to limit the drift time within the period of
two bunch crossings, while maintaining a manageable number of readout channels. Figure 6.6
shows the distribution of the impact point distribution of particles traversing a station. The
distribution shows that the most hits are observed in an elliptical area around the beam-line.
The elliptical shape is caused by the dipole magnet which bends the tracks in the horizontal
plane. From the plot it can be concluded that the straw occupancy in the detector is dominated
by the hits at small |y| coordinate.
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OT Occupancy The OT straw detectors have a maximal drift time of 42 ns, roughly corre-
sponding to the time of two bunch crossings. In the present detector conservatively all detected
hits in a three bunch-crossing period of 75ns are accumulated in a read-out event. For a data
run with an average of u=2 interactions per crossing, the occupancy distribution is compared
to MC in Fig. 6.6, averaging over events in a minimum bias trigger. A comparison with the
MC shows that the overall occupancy, as mentioned before, is about 30% lower than the data.
Further MC studies demonstrate that the occupancy depends on the hardness of the interac-
tion. B events have, on average, an occupancy that is about a factor two higher than minimum
bias events. The corresponding data volume, folded with the luminosity, sets a requirement
for data transfer capabilities of the electronics, while the event occupancy affects the pattern
recognition in both online and offline environments.

Occupancy limit for data transmission In the current LHCb detector, the OT is read
out on a positive Level-0 trigger decision, with a maximum trigger rate of 1.1 MHz. Such
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Figure 6.7: Occupancy distribution using MC for bb events vs the z-coordinate in the OT detector
with the current detector for a luminosity of (left) £ = 2 x 1032cm=2s71, (right) £ = 1033cm =251,

triggered events contain on average more hits than minimum bias events. To calculate the
resulting read-out data volume the assumption is made that each triggered event is a B event.
In Fig. 6.7 the occupancy distribution versus the z-coordinate in the detector is shown for two
data taking scenarios under nominal LHC bunch operation: a luminosity of £ = 2x10%2cm 25!
and £ =1 x 10¥3ecm 271

The readout electronics can, at a maximal rate, transfer 450 bytes of data from the TELL1
into the HLT farm at maximal readout rate of 1.1 MHz, corresponding to an average occupancy
of 17%. A comparison with the occupancy plot in Fig. 6.7 shows that operation of the current
detector can be achieved up to a luminosity close to £ = 1 x 1033cm™2s7!, perhaps requiring
global event cuts to remove a tail of high occupancy events.

For the option of 40 MHz electronics untriggered (minimum bias) events can be used to
calculate the expected detector occupancy. As described in the OT electronics section 6.2.1
below, the proposed 40 MHz readout scheme can accommodate events up to very high occu-
pancy. Alternatively, the electronics can be configured to read out the full data (without zero
suppressing), providing a readout independent of occupancy.

Occupancy limits for track reconstruction Although the IT/OT detector border was
designed to operate with 10% - 15% occupancy [158] for nominal luminosity, the current online
and offline pattern recognition algorithms have been shown to be able to efficiently find tracks
in events with on average 2.5 interactions, which indeed have occupancies of 20% - 25% in
the hottest regions of the OT detector. The High Level Trigger track reconstruction has been
demonstrated to be able to reconstruct such events. Events with higher multiplicities were
rejected using global event cuts.

Occupancy with shorter straw modules To see the effect on occupancy of the (small)
high occupancy region close to the y = 0 plane, a case study has been made to calculate the
occupancy in the OT detector using modules at a larger distance from the beam in part of the
OT detector surface. The cases that are modelled in the simulations are the modifications of
the geometry as shown in Fig. 6.8. The figure shows, in addition to the current OT geometry,
two studies that have been done for modules that are shortened by either 20 cm or 30 cm
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Figure 6.8: Schematic representation of the (top) current OT straw module geometry and possible
modifications that are considered in which several detector modules are shortened by (middle) 20 cm
in Scenario 1 or by (bottom) 30 cm in Scenario 2. The drawings are not to scale.

as shown in the figure, filling the space with an expanded IT detector. In Fig. 6.9 we show
the resulting occupancy along the horizontal detector x-coordinate for luminosities of £ =
1 x10¥em™2s7! and £ = 2 x 1033cm 257!, The plot illustrates how reducing the OT module
size and consequent enlargement of the Inner Tracker region could limit the Outer Tracker
occupancies to an acceptable level for the luminosities and layouts indicated.

IT Occupancy The present IT is positioned close to the beam line and has strips which
are 10 to 20 cm long and 200 pm wide. Similar to the Outer Tracker, the granularity of the
proposed Inner Tracker solution is based on Monte Carlo simulations emulating high luminosity
running. To validate the simulations the IT occupancy distributions of the current detector
are compared to those obtained from LHC collision data at low pile-up conditions, Figure
6.10 shows the occupancy distribution for the z-layer of the side detector-box of station T1
for minimum-bias triggered data. The MC distribution has been scaled by a factor of 1.4 to
correct for the higher observed multiplicity in data. We conclude that after this correction the
MC distribution is reliable. From several simulations done with PYTHIA and FLUKA we have
estimated the occupancy in the most exposed regions, at the right and at the left of the beam
pipe. The predicted occupancies for B-events with nominal luminosity (with 0.4 interactions
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Figure 6.9: MC Occupancy distribution vs the z-coordinate in the OT detector (left) with the
modified detector geometry Scenario 1 for a luminosity of £ = 1033cm~2s~! and (right) with the

geometry Scenario 2 for a luminosity of £ =2 x 10%3cm™2s71.

on average while including spill-over effects) varies from <1% up to to 2.3% in the innermost
sensors adjacent to the beam pipe [159].

The detection efficiency of the current I'T detector has been tested in a high track density
environment during LHC injection tests in 2009 in which 450 GeV protons from the SPS were
dumped on a beam stopper (the “TED”), located 350 m downstream of LHCb. This resulted
in intense illumination of the IT detectors consisting predominately of O(10) GeV/c muons.
Typically 3000-4000 IT clusters were observed, corresponding to an occupancy of 3-4%. A
dedicated reconstruction of these muon tracks resulted in an efficiency of 97.6%.

At the end of the 2010 LHC run data was collected with an average of u=2.5 interactions
per crossing. This implies effectively running at 7 x 1032cm~2s~! under nominal conditions. For
this luminosity the measured occupancy is 6 to 7%, rather close to the predicted MC occupancy
of 5 %.

In conclusion, although the conditions in the 2010 run were close to “upgrade” occupancies,
the I'T occupancy was not critical. It should be noted, however, that there was no spill-over
effect present, due to the limited number of bunches in the LHC machine.

For the upgraded IT fibre tracker option discussed below, with a 250 um pitch, we expect
the relative occupancy to increase by maximally 25% compared to the current detector with
a pitch of 200 pm. In case the multiplicity is too high, there is the possibility to reduce the
occupancy by a factor of two by splitting some of the modules that are lateral to the beam pipe
into an upper and lower readout section.

TT occupancy The TT detector uses silicon strips of 183 pum pitch with readout sectors of 1,
2, 3 or 4 sensors, depending on their location in the detector [13]. The occupancy distribution
of single interaction LHC events is compared to Monte Carlo in Fig 6.10, where the MC is
scaled by an overall factor of 1.3 to correct for the track mulitiplicity difference. For B events
with nominal luminosity the occupancy of the TT sensors varies from less than 1% in most of
the outer regions of the detector up to 3.3% in the sensors closest to the beam-line [160].
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Figure 6.10: Occupancy distribution for data (points) and MC (histogram) as function of the -
coordinate in (left) the IT detector and (right) the TT detector for single interaction events seen by
LHC data taken in early 2010.

6.1.3 Design considerations for the upgrade

The tracking spectrometer was designed to balance track finding redundancy and measurement
precision with the amount of material in the acceptance. At the same time the detector segmen-
tation was optimized versus cost for efficient track finding operating at luminosities in the range
of 2 —5 x 10*2cm~2s7!. The following considerations are made for operation at luminosities in

the range 1-2 x 1033cm=2s7!.

Measurement redundancy and material budget In the “re-optimization” of the LHCb
spectrometer design before it was constructed, an effort was made to minimize the amount
of material in the acceptance [156]. A reduction of multiple scattering, photon conversions
and hadronic interactions was given priority over extra measurement redundancy [161]. A
comparison of the current detector set-up to a detector layout with more stations yielded
similar tracking efficiency and ghost rates, while perturbing effects of additional material were
avoided. The momentum resolution was not improved by adding measurement planes. The
robustness of the detector setup was demonstrated by a Monte Carlo study that simulated
additional hypothetical detector inefficiencies as well as higher occupancies, but with close to
identical performance [156].

The total material budget of the current detectors is on average 4% (TT), 3.5%(IT) and
3%(0OT) X, per station, leading to a total average material budget of about 14% X for the
tracking region. The material distribution of the TT and OT detectors is relatively uniform,
that of the IT distribution is much less uniform, due to readout hybrids, mechanical supports,
cooling pipes and readout cables that are located in the acceptance. A map of the total radiation
length in the T-region is shown in Fig. 6.11. The contribution of the infrastructure can clearly
be seen, in particular cooling balconies, cabling and support structures of the Inner Tracker.
For the upgrade we envisage to maintain the same layout of one TT-station and 3 T-stations,
however we aim as much as possible for a further reduction of material, in particular from
inactive infrastructure.

For higher instantaneous luminosity the average number of simultaneously occurring proton-
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Figure 6.11: The radiation thickness map of station T3 as seen by straight tracks from the interaction
point (Geantino particles). The light grey indicates 3% Xy, while the dark structures represent the
more massive infrastructure material.

proton interactions (“pile-up”) increases, and with it the number of tracks in the event. In
addition, the detectors see effects from hits in previous (silicon strips) or previous and subse-
quent bunches (drift tubes), so-called “spill-over”. To evaluate the robustness of the current
tracking-stations setup, the performance of the current LHCD track finding pattern recognition
is studied as function of the track multiplicity in the events. Figure 6.12 shows the efficiency
(left) and ghost rate (right) for both the T-station track segment and the long track finding
algorithms. The plots are obtained without any retuning of the algorithms used as a function of
multiplicity. The total number of tracks reconstructed depend relatively strongly on a x?/ndf
quality criterion, since such a criterion allows to reject tracks connecting hits originating from
an incorrect spill. At a nominal luminosity of 2 x 10%2cm~2s~! the number of long tracks in
a B event is 35 on average, of which 30 have a y?/ndf < 3. Alternatively, at a luminosity of
1 x 10*3cm~2s! the average long track multiplicity is expected to be about 71, of which only
46 have a x?/ndf < 3.

The plot shows that the spectrometer continues to find tracks in a high density environment
with only a small drop in efficiency. The ghost rate is seen to increase for these higher multi-
plicity events. While the origin of these ghost tracks has been traced to multiple causes [162]
an important class of ghost tracks corresponds to track segments correctly reconstructed in the
VELO that are matched to segments produced by other tracks in the downstream stations.

In the reconstruction of exclusive B decays the ghost rates are not expected to contribute
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Figure 6.12: The efficiency and ghost rate for T-seed tracks and long tracks plotted vs the number
of tracks in the event.

significantly to the background in the event selection. For several inclusive reconstructions a
reduced signal over noise performance was observed, see Fig. 6.13, using standard track selection
criteria at conditions with high pile-up, as was the case during most of the 2010 run. However,
it was observed that the ghost rates could be suppressed in two ways at a small loss in efficiency:
by requiring the presence of TT hits on the track and by applying a tighter x?/ndf track quality
criterion.

Figure 6.14 shows how ghost tracks differ from real tracks by comparing the x*/ndf distri-
bution, the number of hits on the track and the pseudorapidity distribution. Based on these
quantities a likelihood criterion is available [162] that can be used to further suppress ghosts.
In addition, requiring the presence of TT hits on long tracks further reduces the ghost rate
at the cost of slightly reducing the acceptance, as is discussed in a dedicated section below.
In summary, the LHCDb spectrometer, perhaps with a slightly expanded acceptance of the T'T
detector, continues to provide sufficient redundancy for track finding in the high luminosity
environment of the upgrade.

Hit resolution The detector hit resolutions were designed to be approximately 200 pum for
an OT measurement and 50 pm for an IT or TT measurement [163]. Relying on accurate
alignments, these hit-resolutions lead to z-coordinate measurements in a station of 80 pum for
the OT and 25 pm for the IT, yielding a similar momentum resolution for high momentum
tracks traversing the I'T and lower momentum tracks traversing the OT. The relative momentum
resolution of the current detectors is in the range d(p)/p = 0.3% — 0.5%. The fact that it does
not increase proportional to the hit resolution indicates it is limited by multiple scattering.
Good hit resolution aids the pattern recognition performance as it allows for small search
windows in the search for candidate trajectories. The 4+5° stereo planes provide a y-coordinate
resolution that is 12 times worse than the x-coordinate, but is sufficient for pattern recognition.
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Figure 6.13: The invariant mass of K~ 7" tracks forming a common vertex that form a candidate
semileptonic b decay with a u~ as a function of the number of reconstructed long tracks. The lower
right hand plot shows the signal-to-background ratio as determined by a fit to the mass peak. (The
error bars are smaller than the size of the points.)

Detector occupancy The boundary between of the Inner Tracker and Outer Tracker was
chosen to provide efficient track reconstruction for a minimal I'T detector surface. As shown in
Section 6.1.2 the occupancy of the OT straw detectors becomes too high at a luminosity above
1 x 10%3ecm~2s7!. Operation at such luminosity would require either replacing the current OT
modules in the high occupancy region by shorter ones, or replacing them with detectors of
higher granularity.

Radiation Tolerance The current I'T and OT detectors are designed to withstand radiation
levels corresponding to at least 20 fb~! over 10 years of operation. The upgraded detector
should be able to withstand irradiation levels in the hottest region corresponding to 50 fb~! for
10 years of operation. Irradiation studies will be discussed in Section 6.2.2.
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Figure 6.14: A comparison between real tracks and ghost tracks. Left: the distribution of the x?/ndf
resulting from the track fit. Centre: the pseudorapidity distribution. Right: the number of hits
assigned to the track.

Table 6.1: Summary of fractions of long tracks outside the detector acceptance with different shapes
of the inner contour of the TT detector. The long track sample consists of tracks from generic b decays
satisfying the criteria x?/ndf < 5 and pt > 0.3 GeV/c.

Inner edge geometry Good track missed (%) | Ghost tracks missed (%)
Square (£37) mm [no change] 3.08 6.10
Octagon (side 30.7 mm) 1.62 3.64
Circle (radius 37 mm) 1.20 2.90
Circle (radius 32 mm) 0.09 0.045

An upgraded TT detector For TT an effort is underway to use real data as well as Monte
Carlo simulations to study possible improvements of its acceptance and layout.

The TT detector is important in reducing the population of ghost tracks within its nominal
acceptance. Figure 6.15 shows the long track projections to a hypothetical “TT” plane, located
between the two TT stations, at z = 2485 mm. The red rectangles represent the geometrical
acceptance of the present system, illustrating that in many cases small angle track candidates
miss the acceptance of the current TT detector. Although an effort was made to minimize the
gap close to the beam-pipe, covering the region down to n = 4.8, there still is lack of sensitivity
due to a required 5 mm safety gap and 3 mm gap for insulation purposes. For the upgraded
TT detector it will be attempted to increase the acceptance in this high n region. While
clearance requirements imposed because of the Be beam pipe are not likely to be eliminated in
the upgraded detector, one could consider shaping the outer edge of the innermost sensors to
provide a better coverage. This strategy is adopted successfully in the present VELO detector.
To quantify the gain in acceptance, Table 6.1 summarizes the fractional increase of good tracks
that can be confirmed, as well as the increase of ghost candidate tracks that could be rejected,
as achieved by changes of different inner detector geometry shapes.

An additional improvement on ghost track rejection could be obtained by introducing a
finer TT segmentation in the y (non-bending) direction. Although the finer segmentation
is mainly relevant for the inner part of the detector, a first estimate of the importance of
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Figure 6.15: Track projections at the mid-plane between the two TT stations: scatter plots (a) and
(c) correspond to tracks matched to a Monte Carlo particles (good tracks), and (b) and (d) include
ghost tracks. Red lines define the inner TT geometrical acceptance. The bottom plots (¢) and (d)
show a zoomed view near the beam pipe to show the higher occupancy and the density of missed
tracks near the beam pipe.

such segmentation is obtained from a MC simulation of the present T'T, making its overall
segmentation respectively 2, 10, 100 times higher. In this study, simulating inclusive b events
with an average number of interactions per crossing p = 3 the reduction of ghost tracks is
studied on a sample of tracks with a pr > 300 MeV/c and x?/ndf < 5. To isolate the effect of
the TT, all tracks considered have correctly reconstructed VELO parts. Figure 6.16 summarizes
the findings for the default TT and the higher segmentation scenarios. Requiring TT hits with
the current segmentation is seen to reduce the ghost rate by 40% to 60%, depending on the
track multiplicity in the VELO. The best performance results in a ghost suppression between
60% and 80% and is achieved with an assumed y-segmentation about 100 times finer than the
present one. The results obtained from this study are encouraging, and demonstrate that a
higher segmentation, especially in the inner region of the detector, is valuable. These studies
will be refined with a dedicated simulation in the framework of the new MC tools developed
for the upgrade.

TT layout The following aspects are being explored in relation to the layout of the TT
measurement planes.

e As it is foreseen that the RICH-1 Aerogel will be removed from the upgrade detector
setup, the multiple scattering in the upstream tracking region decreases accordingly. In
addition reducing the pitch in the innermost part of the T'T detector will be studied.
Both of these effects may lead to an improved momentum resolution.

e The optimal position resolution of the detector as a function of x: if two different resolu-



92 CHAPTER 6. CHARGED PARTICLE TRACKING

1:| L I L I LB I L I LB I L I:
0.9F =
o) E
E 0.8E
@ o7p
g r
= 0.6
S f
5 O5F
(&) o
o 04p Y Segmentation | 3
® o3f —— ideal 3
E E —— 100 X E
O 02 10 x E
0_1:_ ——1x _:
C:I |- I Il 1 1 I | -] I Il 1 1 I | -] I T
0 50 100 150 200 250 300

Number of Good VELO Tracks

Figure 6.16: Relative ghost reduction fraction for different assumptions in the TT y segmentation.
The curves show the performance for 1x, 10x and 100x the current TT segmentation.

tions for the inner and outer parts are envisaged, what is the optimal dividing line (e.g.
a circle of 20 cm) between the two sections, and what are the optimal pitch sizes?

e The optimal number of detection layers. An increase of the number of layers could provide
reliable track segments for the pattern recognition and might increase the track detection
efficiency. However, more layers would also increase the material budget.

e The optimal distance between the TT-layers, and their best location with respect to the
magnet.

e Increasing the magnetic field in the region of TT, which may allow for a “momentum
matching” ghost suppression algorithm. The effect of the magnetic field has been seen to
lead to higher occupancies in tracking stations due to low momentum “curler” tracks [164]
and needs to be revisited for this study.

6.1.4 Summary

A series of possible improvements for the T-stations and the TT are being considered. The
layout optimization for such a detector goes in parallel with the R&D studies required for the
technological solutions. The current detector layout of three T-stations and one TT detector
is maintained as the baseline in the upgrade. As more material would lead to a degradation of
the momentum resolution, no additional detectors are proposed.

For the T-stations moving the I'T readout system outside of the acceptance region is pro-
posed, which leads to a potential reduction in interaction and radiation lengths. The pattern
recognition studies show that the current OT detector can accept occupancies up to 25% in
the hottest regions. This implies that operation at a luminosity of 10**cm=2s7! is still possi-
ble, but without much safety margin. Therefore, we propose that the upgraded IT covers a
larger detection surface. The OT modules could be replaced, if required, by shorter modules
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covering less of the hot region at small |y|. In that scenario running at luminosities higher than
1 x 10*3cm~2s7! would be possible. Both straw detectors for the hottest OT modules, and
scintillating fibres with thick fibres are being considered. Such a detector would be constructed
of lightweight detector boxes of similar modularity to the current OT boxes, allowing detector
integration to be performed using the existing infrastructure. More detail is given concerning
the OT upgrade in the next section.

Since the current LHCb IT and TT detectors use silicon technology and provide excellent
performance, we recognize that the use of scintillating fibres would be a more challenging detec-
tor option, requiring an R&D program to demonstrate their suitability in the dense radiation
environment. Therefore, while R&D on the fibre option is discussed below in Section 6.3, we
also maintain the possible option of a silicon-based IT and TT detector upgrade with a readout
at 40 MHz. The silicon option for the TT is described in Section 6.4.

6.2 Straw tracker upgrade

The current T-station detection surface is largely covered by 12 double layers of Kapton straw
detectors organized in three stations with stereo views. The straws have a diameter of 5 mm
and are approximately 2.5 meter long and organized in modules of 256 straws. At the far end of
the detector boxes, outside the fiducial volume, replaceable electronic boxes are mounted that
house the analogue (pre-amplifiers) and digital (TDCs) read-out electronics. The detector is
constructed within geometrical tolerances of 100 um. An internal alignment precision of the full
T-station better than 50 um has been obtained using cosmic ray data. The overall alignment
within the LHCb frame is in progress and still affecting the mass resolution performance.

The hit resolution of the current detector and the mechanical tolerances of the modules are
well suited for the upgrade. The granularity of the detector is designed to operate within a
luminosity range of 2—5x 1032cm~2s~!. The development of the pattern recognition algorithms
and experience with the current detector gives us confidence that the granularity of the current
detector is sufficient to operate at a luminosity up to £ = 1 x 1033cm~2s7!. At such luminosity
the detector occupancy becomes critical in the region closest the beam-line where the track
density is highest. The resulting occupancy situation is presented below.

Meanwhile we have observed in the laboratory that the OT detector modules suffer from
gain loss after they have been locally irradiated with a radioactive source. The origin of the
gain loss mechanism has been traced and possible remedies are discussed below. In case of
unrecoverable damage, straw modules can be replaced by shorter and more radiation hard
modules.

6.2.1 OT electronics

The task of the Front-End Electronics is to provide a precise (~ 1ns) drift-time measurement.
The tracking procedure requires high efficiency (low thresholds), while at the same time putting
stringent limits on the noise level. The modular detector structure (a module consists of two
staggered layers of 64 straws, electrically floating at the centre and read out at the two ends)
(13,155,156, 158] reflects on the FE electronics: the signals from 128 straw tubes are analyzed
and digitized by one “FE-Box”, a set of specially designed PCBs, hosted in a metallic housing
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that fits to a module end. Straw tube modules and their FE Electronics are attached to mobile
metallic structures (C-Frames) that provide mechanical support, as well as the distribution of
the various services to the modules and the FE-Boxes: Low-Voltage (LV), High-Voltage (HV),
slow (ECS) and fast control (TFC), etc.

For the present straw-tubes detector, 480 FE-Boxes were produced and installed (432 used,
10% spares). Quality checks have been performed in several stages, at the level of individual
boards and at the global level with dedicated test systems mimicking the real detector and
capable of simulating all the readout functionalities [165]. The OT FE-Boxes were stably
operational during the entire 2010 data taking period. Thanks to the high threshold uniformity
achieved in production, all 6720 discriminator thresholds (the thresholds of the 53,760 OT
channels can be set with a granularity of 8 channels) could set to the common value of 800 mV,
roughly corresponding to a charge of 3.5fC. This guaranteed virtually no loss of detection
efficiency (above 98%) and very low noise (typically corresponding to a 0.01% occupancy). The
fraction of dead channels is well below 1% (the vast majority due to shortcuts or frequent dark
pulsing in the straw tubes).

Present Design FEach FE-Box channel consists of a preamplifier /shaper and a discriminator,
a Time-to-Digital Converter (TDC) and a data serializer and optical link transmitter, as shown
schematically in Fig. 6.17. So, each FE-Box contains all the electronics necessary to read out
the hit signals from the straws, determine their times with respect to the LHC clock, and ship
them to the off-detector electronics if a positive trigger (L0) decision arrives.

FE box
ToC | leoL| §___ Zero | DAQ
LO suppression
Buffer PCs
~100 m
200
fC Expected Radiation - _
10 kRad / 10y counting room
HV LV TFC ECS Cooling

Figure 6.17: Schematic view of the OT Electronics.

These functionalities are implemented in a modular way through various boards: the HV
Board (hosting 32 capacitors, each of 330 pF, to decouple the small hit charges to the pre-
amplifiers from the positive HV supplied to the anode wires), the ASDBLR Board (hosting
two 8-channels ASDBLR chips [166], produced using the radiation-hard DMILL process and
featuring a fast peaking time of about 7ns and baseline restoration to eliminate the long ion
tail), the OTIS Board (hosting one OTIS chip [167], a 32-channel clock-driven TDC especially
designed for OT and produced using a 0.25 um CMOS process), and the GOL/AUX Board
(that provides the bias voltages by means of radiation-hard voltage regulators and hosts one
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GOL chip [168], which receives the 8-bits data from four OTIS chips, serializing and optically
transmitting them to the TELL1 boards in the counting house.)

Each FE-Box contains 4 HV Boards, 8 ASDBLR Boards, 4 OTIS Boards and 1 GOL/AUX
Board. The data flow is schematically shown in Fig. 6.18. On an L0 accept, each of the four
OTIS sends all data (no zero suppression) to the GOL: each of the 32 OTIS channels contribute
8 bits (6 bits drift-time and 2 bits to signal its position inside the the 3-BX search window).
Together with a 32 bits header, this gives a total of 288 bits [167]. Therefore, on each L0
accept the GOL sends 1152 bits to the TELL1 board: at an average L0 rate of 1.1 MHz, this
corresponds to an output bandwidth of 1.27 Gb/s per FE-Box.

In addition to the outgoing data fibre, each FE-Box has high-voltage feed-throughs to
the straw-tubes, two (+6V and —6V) low-voltage bias lines to supply the on-board voltage
regulators, and a high-speed connector providing slow- and fast-control signals.

FE-Box Upgrade The strategy for the upgrade of the OT FE-Boxes to the 40 MHz readout
scheme is based on the following observations:

e We choose to maintain as much as possible of the present infrastructures (support C-
Frames, LV and HV power supplies and distribution system, front-end electronics cooling,
slow and fast-control systems, etc.), given the very significant time and resources that
would be required to redesign and produce them.

e The present solution based on one FE-box per module end still represents an optimal
segmentation in terms of geometry, interfaces to the modules services (gas and HV),
cooling, grounding and shielding: all PCB boards in the FE-box can be replaced by
boards with “upgraded” functionalities, but the same geometrical dimensions.
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Figure 6.18: Schematic view of the data flow in the present FE-Box design.
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e The present HV and ASDBLR boards already fulfill the needs of the 40 MHz readout
scheme. The fast peaking and recovery time of the ASDBLR amplifier [166], which
practically guarantee the capability of detecting at least one hit per bunch crossing.
permit its usage at higher hit rates. Increased radiation levels are also not a concern,
given the intrinsic radiation hardness of the production technology [166].

e Analogous considerations hold for the TDC core of the OTIS chip, designed to digitize
one hit per bunch crossing in a dead-time free fashion [167]. However, the derandomizing
buffer and the readout sequence have been designed to cope with an average L0 accept rate
of 1.1 MHz and “trains” of up to 15 consecutive events [129]. Therefore, the OTIS chip
(or at least its control logic), and consequently the OTIS Board, need to be redesigned
in order to accommodate for the needs of the 40 MHz readout.

e Since its bandwidth is already fully exploited at the present L0 accept rate of 1.1 MHz,
the GOL chip, and consequently the GOL Board, need to be redesigned in order to
accommodate for the bandwidth requirements of the 40 MHz readout.

Therefore, we propose a straightforward approach to upgrade the OT FE-Boxes based on the
following main concepts:

e we retain the FE-Box chassis and cover, the HV Board, and the ASDBLR Board;

e we design and produce new versions of the OTIS and GOL/AUX Boards compatible with
the 40 MHz readout scheme. The new PCBs shall have the same geometrical dimensions

as the present ones; the new OTIS Boards shall also adopt the same input connector to
interface to the existing ASDBLR Boards;

e the interfaces to the cooling, LV, and HV distributions will remain unaltered;

e modifications to the data and control (slow and fast) distribution systems will become
necessary, depending on the choice of the TDC and the serializer chips.

We believe this “minimalistic” upgrade to be feasible in terms of resources (the FE-Box com-
ponents that are retained made up for more than 70% of the total FE-Box costs) and time

scale. In the rest of this section, we will consider more closely the options for the upgrade of
the TDC and the serializer board.

40 MHz TDC The performance of the TDC core of the OTIS chip is more than satisfac-
tory (dead-time free digitization of one hit per bunch crossing and time resolution more than
3 times better than required to achieve a 200 ym space resolution). However, the readout se-
quence of 36 clock cycles is incompatible with a 40 MHz readout scheme. Moreover, at present
a 3 bunch-crossings window of the L0 pipeline is searched for hit on an L0 accept (required by
time-of-flight differences, the ~40ns maximum drift time, signal propagation along the anode
wire, etc.), and only the first hit found in this search is transmitted to the TELL1 board,;
this single-hit feature becomes the more undesirable at higher instantaneous luminosities. A
redesign of the OTIS chip focused around a modification of these features of the control logic,
while retaining the main functionalities of the TDC core, appears feasible.
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In addition, we explored an alternative that would allow us to avoid the costly and time-
consuming iterations of an ASIC design, based on previous experience in TDC implementation
with high-bandwidth FPGAs [169]. In particular, the Actel “ProASIC3” family of low-cost,
low-power FPGAs [171], already used in multiple applications at LHCb [170], offers a reason-
ably radiation-tolerant (>30%krad) solution. Our R&D program resulted in a 16-channel TDC
implementation based on a Phase-Locked-Loop (PLL) at 320 MHz clock speed to generate 16
phase-shifted bins of 1570 ps, as shown in Fig. 6.19. Data from the ProASIC3 TDC were
collected using input pulses with random or synchronously shifting time phases: our implemen-
tation exhibited quite uniform bin sizes (differential non-linearity ~ 0.8) and a linear response
to timing scans. We also implemented the capability to perform zero-suppression to reduce the
output bandwidth to an acceptable level.
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Figure 6.19: TDC implementation in an Actel ProASIC3 FPGA (a), and results of a tim-
ing scan showing the linearity of the TDC response to an input pulse with a shifting phase
synchronous to the FPGA clock (b).
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40 MHz serializer/transceiver The Giga-Bit Transceiver (GBT) being developed for
the LHC experiments upgrades [132] will be a suitable replacement of the GOL chip. It is
based on an architecture and transmission protocol capable of sustaining high data rates (up
to 4.8 Gb/s) and high radiation doses. It also includes the capability to provide slow and fast
control signals; therefore, while the cooling, LV and HV interfaces will remain unchanged in the
upgraded design, the slow and fast control interface (at present electrical differential signals,
decoded and fanned out to 18 FE-Boxes by a dedicated “Control-Box”, and routed through a
high-speed multi-wire cable of SCSI-2 type) can be realized through an additional GBT per
FE-Box.

Optical data transmission is foreseen via a system of opto-electronics components produced
by the Versatile Link project [133]. We are also exploring the possibility to adopt multi-channel
transmitter arrays of vertical cavity surface emitting lasers (VCSEL), participating to an R&D
project for the development of a compact optical package for mounting a VCSEL PIN array
and couple it to a fibre ribbon [172].

Data flow and output bandwidth A schematic view of a possible design of an upgraded
FE-Box, based on the ProASIC3 TDC, the GBT and a VCSEL array, is shown in Fig. 6.20
(to be compared with the present architecture shown in Fig. 6.18). We studied the bandwidth
implications of different TDC output data formats: the results shown in Fig. 6.21 indicate that
very large occupancies can be sustained, provided that zero-suppression is performed.

If one maintains the present connection scheme (9 FE data links per TELL1 board), then
the architecture in Fig. 6.18 implies a total of 8 x 9 optical data inputs per TELL40 board,
roughly corresponding to a total bandwidth of 140 Gb/s at an average occupancy of 25 %,
which appears entirely compatible with the present TELL40 R&D.

chain 1 chain 2 chain 8

20 bit @ 160 MHz

Figure 6.20: Schematic view of the data flow in the proposed upgraded FE-Box design.
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non zero suppressed
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| Header BX n+1 | Hitmap |DT|DT|DT|DT|DT|DT|DT|DT|DT|DT|DT|DT]DT|DT|DT|DT|

zero suppressed with hitmap (cut for occupancies > 75 or 62 %)
| Header BX n | Hitmap | DT | DT | DT | DT | | | | | | | | ]
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(a) TDC output data in non-zero suppressed and zero-suppressed mode (two alternative
formats with and without hit pattern are shown).
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(b) TDC output bandwidth as a function of channel occupancy.

Figure 6.21: TDC data format (a) and bandwidth (b).

Summary of proposed upgrade In summary, we propose a partial redesign of the OT
FE-Boxes compatible with the 40 MHz readout scheme, consisting in the design and production
of new TDC and serializer /transceiver boards. An R&D program, based on the Actel ProASIC3
FPGA, the GBT and the versatile link, is well under way and the results indicate the proposed
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solution to be technically feasible.

6.2.2 Radiation tolerance of OT straws

The OT detector has been designed to withstand irradiation intensities that correspond to an
incident rate of 250 kHz per cm wire length at a nominal luminosity of 2 x 10*2cm~2s~!. That
corresponds to an integrated charge dose of 2.5 C/cm after collecting 20 fb~! (10 years of 107s
running/year) [158].

Current measurements during the first high intensity beam of the LHC in October 2010
showed a current of about 50 nA in the hottest straw, at an instantaneous luminosity 10 times
lower than the design luminosity of 2 x 1032 cm 257!, corresponding to an irradiation intensity
of approximately 15 nA /cm in the hottest region of the OT at nominal luminosity. This would

imply an integrated dose of 2.5 C/cm after collecting 33 fb~1.

Ageing effects It was discovered that, despite extensive ageing tests in the R&D phase [173],
the OT suffers from gain loss after moderate irradiation [174]. Subsequently, a large number
of irradiation tests have been carried out in the laboratory, revealing several distinguishing
features:

e The gain loss is not proportional to the source intensity: directly under the source the gain
loss is less severe compared to the periphery. The shape of the dependency of the gain loss
on the irradiation intensity remains unchanged when parameters of the irradiation tests
are changed, such as: high voltage, source type, source intensity, gas flow, gas mixture,
humidity, irradiation time, or flush time.

e The gain loss occurs mainly upstream the source position, and is worse for larger gas
flow. Presumably due to the creation of ozone in the avalanche region, the gain loss is
prevented downstream.

e The gain loss is large, up to 25% for an integrated dose of 0.1 mC/cm at an intensity of
2 nA/cm.

e The relation of gain loss versus intensity does however depend on the size of the irradiated
area. This hampers solid predictions of irradiation damage for the operation at the LHC.

The origin of the gain loss is traced to an insulating layer on the anode wire, caused by glue
components inside the gas volume. The glue used at construction is the epoxy AY103-1 with
hardener HY991 containing the aromatic hydrocarbon di-isopropyl-naphthalene as plastifier.
The plastifier does not take part in the curing process, and is expected to remain volatile close
to the surface of the hardened epoxy. The plastifier di-isopropyl-naphthalene is identified as
the cause of ageing in the OT [175].

Beneficial treatment A number of beneficial treatments have been identified to decrease
the ageing rate:

e Flushing. Long term flushing is expected to transport away the glue vapours from the gas
volume, and indeed the ageing rate is observed to decrease over time. All OT modules
are therefore continuously being flushed.
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Figure 6.22: Irradiation damage versus source intensity, shown for two different source profiles.

e Oxygen. The addition of oxygen to the counting gas has shown to reduced the ageing
rate by about a factor two. The nominal gas mixture is Ar/CO5/Oy 70/28.5/1.5.

In addition to preventive treatments, also a curative treatment has been found:

e HV training. The insulating deposits can be removed by applying a large positive high
voltage between 1850 V and 1920 V. This leads to dark currents of about 10 puA per
wire. Potential damage to the anode wire has been investigated in the scanning electron
microscope and no signs of mechanical damage to the gold plated wires were observed.

Extrapolation to high luminosity running The dependency of gain loss as a function
of intensity depends on the size of the irradiated area. Figure 6.22 shows two examples of
irradiation tests in the laboratory, one test with the irradiation source far from the module
surface, with wide collimation, and one test with the source close to the module surface with
narrow collimation. The relation between the gain loss and source intensity is different for both
cases, which hampers solid predictions of irradiation damage induced by the LHC.

Secondly, the dependency of the gain loss as a function of irradiation time is poorly known.

Long term irradiation tests on various OT modules seem to indicate that the decrease of gain
shows a flattening behavior.

Ageing results with Trabond 2115/Araldite AY105 modules Three full scale OT
modules have been constructed with different epoxy glues [176]. One module was constructed
with AY105-1, which consists of identical epoxy and hardener as compared to AY103-1, but
without any plastifier. In addition, two modules have been built with Trabond 2115.

These modules have been irradiated for approximately 1000 hours, resulting in a maximal
accumulated charge of 0.25 C/cm at the point of highest intensity with an anode current density
of 70 nA/cm. A negligible gain loss of (5 & 2)% was observed, indicating that this gain loss is
not related to the fast ageing caused by AY103-1. These results demonstrate that usage of a
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different glue leads to more radiation hard modules, which are candidates for replacements in
case serious gain reductions are observed in the current OT modules.

6.3 Fibre Tracker Upgrade

The current I'T detectors implement 12 layers of silicon detectors in three stations following the
same stereo geometry as the OT detectors. Each station consists of 4 detector boxes installed
around the beam pipe providing a “swiss-cross” shaped acceptance. The silicon strip detectors
are built of wafers with a strip pitch of 198 pym that are mounted on ladders. The readout
electronics, as well as the cooling infrastructure, are mounted inside the detector boxes, intro-
ducing material in the active region of the Outer Tracker. The granularity and the resolution
of the silicon detectors lead to an average occupancy of 1-2% for nomial luminosity operation,
allowing usage in a higher density environment. In the injection tests the I'T has been operated
in an high density environment, illustrating that track reconstruction at an occupancy of 10%
is possible for the IT.

Operation at a readout speed of 40 MHz requires replacement of the electronics. Since
the electronics of the current I'T detectors cannot be replaced independently of the detectors,
new detectors have to be built. Given the tight occupancy requirement of the OT straws the
proposed upgrade I'T detector should cover a larger area than the current detector.

For a new, larger, Inner Tracker a scintillating fibre detector is considered. A scintillating
fibre inner tracker offers two attractive features over a silicon detector. Firstly, the scintillating
fibre cooling requirements are less stringent than for silicon detectors under intense irradiation.
Secondly, the fibre option allows optical signal transportation to readout electronics outside
the fiducial volume. These two options allow for an important reduction of mass of dead
material (electronics, cooling balcony, connectors, cables, see Fig. 6.11) in the acceptance of the
spectrometer. In addition, the length of the scintillating fibres can be relatively easily adjusted
to the required dimension of the IT detectors. The electronics solution for fibre readout at
40 MHz would be developed in a common project with the RICH group.

The high occupancy foreseen at high luminosity in the innermost part of the Outer Tracker
suggests to explore the scenario of alternative solutions for the LHCb upgrade. The use of a
more granular and faster fibre detector, capable to sustain radiation and also to satisfy the
requirement of covering the relatively large area (i.e. 4 x 4.5 m?) currently occupied by the
straw tubes, is under consideration.

The scintillating-fibre technology has been applied in high rate environments [177,178,179,
180]. In this section a scintillating-fibre detector option is considered for LHCb; “thin” fibres
as a possible replacement for silicon in the IT and the TT, and “thick” fibres as a possible
replacement in (part) of the OT.

6.3.1 Scintillating-fibre detectors for the IT and TT

A possible layout for a fibre tracker is shown in Fig. 6.23. It makes use of a carbon fibre supports
similar to those of the present IT. The new IT boxes containing layers of fibres are suspended
to the frames. The FE chips are not in the box like in the present IT, but the scintillator
light is transported outside the acceptance by clear fibres, at about 3 m from the beam pipe
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Figure 6.23: Possible configuration of the IT layout.

in a region with lower radiation. There, we have electronics service boxes, containing the light
sensors, digitization, and optical line drivers.

The area covered by the scintillating fibres will be similar to the present IT, or larger, to
decrease the occupancy in the OT. In the following we will assume a size of boxes and topology
close to the present IT configuration. The readout pitch is also similar (~ 250 pm), which
implies about the same number of channels to read out (120k). A two layer prototype for
stereo view is shown in Figure 6.24.

The present idea for the readout of the scintillating fibres is to use Silicon Photomultipliers
(SiPM) [181]. SiPMs with 128 sensors per chip are being developed by Hamamatsu (dubbed
MPPC for Multi-Pixel Photon Counter). Each channel consists of a sensitive area of 250 pm
width (230 pm active), and 1.32 mm height, well suited to efficiently detect the light from layers
of densely packed scintillating fibres with a diameter of about 250 pm. An example illustrating
the single photon resolution obtained with SiPM (a 32 channels prototype) is shown in Fig. 6.25.

Several tests have been performed on the radiation resistance of such devices. The dis-
cussion in Section 6.3.1 shows that these devices have to be placed in a protected area: their
performances seriously degrades after an irradiation of the order 10* n/cm?, dying after 102
n/cm?. From FLUKA simulations we expect 3 x 107* n/collision/cm? in a region 3 m above
the beam pipe. With a luminosity of 2 x 10¥3cm™2s7! we have 2 x 10" collisions/year hence
we expect an irradiation of 6 x 10! n/cm?.

These predictions indicate a lifetime of about one year for the SiPM. Hence it is necessary
to absorb the neutron flux at the source and/or to protect the devices with a shield (see below).
At the same time the companies are studying how to increase the radiation hardness of the
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Figure 6.24: Photograph of a fibre tracker prototype made of two sensors 40 cm long and 6.35 cm
wide. The two sensors are glued together with the fibres at the top and at the bottom, making
an angle of 1 degrees. The two extremes have been polished in such a way that an unique hybrid
with SIPMs can be placed to read out both stereo views at one side. A flat mirror can be placed at
the other side. The total thickness of the detector is 1.9 cm (two sci-fibre layers of 1 mm each on
carbon-fibre/polystyrene foam supports), corresponding to about 1.6% X. The weight is 190 g. New
prototypes will be produced with the stereo angle of 5 degrees, and a lighter structure (1.4% Xy or
less).
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Figure 6.25: SiPM response to a very low flux of light. The peaks correspond to single cells firing,
demonstrating the single photo-electron sensitivity of the sensor.
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devices.

The technology of fibres is now tested in the context of the Positron Electron Balloon
Spectrometer experiment (PEBS) [183]. Several prototypes have been built using Kuraray
SCSF-78MJ fibres with diameter of 250 um. The measured precision for the fibre diameter is
of 6 pm. The light emission wavelength is in the blue, around 450 nm, the decay time is 2.8 ns,
and the attenuation length in the fibre larger than 4 m.

To produce reliable detector modules with a sufficient spacial resolution, an adequate
method of positioning and gluing fibres is crucial. The fibres have to be laid and stacked
very precisely with a given pitch. During the production process any damaged to the sensi-
tive fibres must be prevented. A stack of layers for a total of about 1 mm thickness is found
to optimize the detection efficiency versus material budget. With our choice of diameter this
corresponds to 5 layers. Two methods of producing fibre matrices are considered.

The first, which is already proven, was developed by RWTH Aachen for the PEBS exper-
iment. The fibres are wound on a cylindrical surface with a screw thread to guide the fibres
of the first layer. The fibres of further layers are guided by the grooves between the fibres
of the underlying layer. To get a flat fibre module after detaching the glued fibres from the
cylinder, the tension of the fibres has to be increased with each layer. The alignment precision
of the fibres around their nominal position was measured by a pattern recognition procedure:
a precision of 25 ym rms was found.

The second method is designed by TU Dortmund and still under development. The fibres
are wound around a long cuboid with a half cylinder at each end (Fig. 6.26). The positioning is
done by stepping motors and grooves at the half cylinder surface. The main advantages are the
possibility to produce bigger modules and the constantly low fibre tension in the production
process.

For the PEBS beam-tests a readout using a prototype of 32-channel SiPMs arrays was
tested. The detection efficiency for minimum ionizing particles was found close to 100%. The
signal yield was larger than 20 p.e. (photo-electrons) per MIP in the hit SiPM channel, with a
noise of 0.3 p.e. rms, providing a very comfortable S/N ratio. The hit position is computed as
the center of gravity of clusters. The obtained spatial resolution was estimated to be 50 um,
consistent with the simulations.

Assuming the light yield and noise observed with the PEBS prototypes a simulation has
been performed to study the performances of a new IT, with the structure described above: 1
mm thick scintillating fibres detector, prolonged by about 3 m of clear fibres, the SiPMs at the
end. Notice that the radiation length of 1 mm fibre sensor is about equivalent to a 300 pm Si
sensor. A light structure will contain the scintillating fibres with a material budget not very
different to the present detector. The clear fibre will also contribute to the material budget, but
reductions will be achieved by replacing copper cables and pipes. Clear fibres from Kuraray
have an attenuation length greater than 10 m (500 dB/km at 450 nm), so we are not limited
by the length and an optimized path in front of the OT can be chosen.

At present we are considering to read out the scintillating layer only at one end, a mirror
will be placed at the other end.

Studies are ongoing to understand if it is possible to prolong the scintillating fibre by a clear
one, reaching a transmission efficiency close to 100%. We have made a simulation in which the
scintillating layers are put in contact with the clear fibre ribbon introducing alignment errors.
The simulation contains information about:
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Figure 6.26: Lathe-prototype to wind fibre matrices.

1. the average p.e. yield (20 p.e. per MIP);
2. the channel saturation (80 micropixels/channel, for instance);

3. the intrinsic signal noise and resolution (in units of p.e., parametrized by 0.3+N x0.02 p.e.,
where N is the number of detected p.e.);

4. the relative fibre to fibre alignment precision (7 pm, see Fig. 6.27);
5. an absolute misalignment of clear and scintillating layers (up to 60 pm).

The simulation did not include light attenuation in the clear fibres. In the case of a 60 um
misalignment, the measured p.e. signal is reduced by 28%. At the same time the spatial
resolution deteriorates from 50 pym rms to 80 pm.

We will perform simulation with scintillating fibres and clear fibres of different sizes. Kuraray
also produces fibres with a quasi-square cross-section. We will see if these can better match the
SiPM geometry of a channel. We are also investigating the possibility to obtain from Kuraray
quasi-rectangular shaped clear fibres of the size of a SiPM channel. Kuraray is now trying to
produce ribbons made of 5 of such clear fibres lined-up.

Fibre R&D The error of an over- or under-sized fibre propagates and builds up through
the layers of the matrix. An automatic fibre quality control system has been developed in
Dortmund. It checks the fibres delivered by the manufacturer with regard to their diameter,
light guidance and losses.
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Figure 6.27: Left: ideal configuration of 5 layers of fibres. Right: picture of a portion of a fibre tracker
prototype built for the PEBS experiment, seen from one end. The contour of each fibre was drawn
by a pattern recognition program which is used to measure the alignment precision of each fibre with
respect to its nominal position.

To produce a high-performance tracking system several properties must be checked. The
influences of humidity, temperature and radiation to the fibres, the glue and in particular their
combination have to be analyzed. There are many studies available concerning the radiation
hardness of organic scintillators and especially scintillating fibres. The quantitative results
differ significantly, hence it is necessary to perform own investigations. A summary of concluded
studies can be found in [182].

First fibre irradiations took place in December 2010 at Forschungszentrum-Garching near
Munich. Single fibres were irradiated with a 20 MeV proton beam at different doses. Figure 6.28
shows a first qualitative result. The measured fibre was irradiated homogeneously over a length
of 50mm with a total dose of 10° Gy (corresponding to the order of magnitude of ten years of
LHC irradiation at the inner edge of the IT with a luminosity of 103 ecm™2s7!). A deterioration
of the attenuation length in the irradiated area can be seen. Further investigations will show
whether the lower light yield is acceptable. Alternatively there is the possibility to switch to
more radiation hard fibres which emit in the green. The possible usage of such fibres requires
additional R&D effort since the detection efficiency of the SiPMs peaks in the blue. Further
analysis of the irradiated fibres and the consequences for the tracking resolution are ongoing.

Sensor radiation issues FLUKA simulations indicate that the main component of the radi-
ation in the region at 3 m above or below the beam pipe are neutrons with a spectrum centered
around 1 MeV. The major source of the flux originates from the back of the detector, in the
region of M1. More detailed simulations are in preparation. With a luminosity of 103 cm~2s~!
we expect a neutron fluence of 3 x 10! n/cm?.

It has been reported (by Toru Matsamura, KEK) that SiPMs suffer from radiation damage.
In particular tests performed on MPPC samples (5S10362-11-100CK) indicate that these device
die after an irradiation of 10'? neutrons/cm?. The test were done with neutrons from a reactor
with a dominant component of the spectrum in the range of 0.1 to 1 MeV.

To confirm these results, we have also performed irradiation campaigns with 65 MeV protons
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Figure 6.28: The light output of a scintillating fibre as a function of the distance between the point
of excitation and the end of the fibre where the light yield is measured. The fibre was irradiated with
a dose of 10° Gy in the marked area.

and with a PuBe neutron source.

Tests with protons The suitability of the SiPM-arrays is determined by their ability
to distinguish different numbers of photons. This is necessary to use the centre of gravity
method to improve the resolution. A first irradiation of SiPM-arrays with 20 MeV electrons
at the ELBE-Quelle near Dresden showed that this ability decreases already at low doses. To
quantify the influence on the parameters of the SiPMs (dark counts, photon detection efficiency,
gain, crosstalk, etc.), irradiations with protons were performed at the end of 2010. These tests
were done at Centre Antoine-Lacassagne in Nice (65 MeV) and Forschungszentrum-Garching
near Munich (24 MeV). SiPM spectra with different number of photons and the leakage current
were taken at varied bias voltages. The detailed analysis of the data is ongoing. First qualitative
results are shown in Fig. 6.29. Before irradiation (left) the dark-count spectrum (mainly the
pedestal) and the LED-spectrum (about 8 photons) are well separated. Figure 6.29 (right)
shows the same measurement after an irradiation with 8.3 x 10'° protons/cm?. Converted to
1 MeV neutrons this number corresponds to approximately 50 days at the top of the current I'T
at 2 x 1032cm~2s~!. The result indicates that the radiation close to the beam-pipe is too high
for the SiPM-arrays.

Tests with a PuBe source The PuBe neutron spectrum extends up to about 10 MeV,
mainly in the interval from 3 to 6 MeV. Our source has an activity of 10" neutrons/s. There
is a contamination of 10° gammas/s with a maximal energy of 4.4 MeV. We irradiated three
SiPM placed in a small box at distances of 7, 12, and 17 ¢m from the center of the source. The
response of the SiPMs could be tested by shining three LEDs. The neutron flux was about
13 x 103, 4.5 x 103, and 2.2 x 10 neutrons/cm? /s respectively. The dark current was monitored
at different times of exposure, see Fig. 6.30, showing a constant degradation process, of about
2 x 1077 nA per n/cm? for the three positions.
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Dark-spectrum (black) and LED-spectrum (blue) before irradiation Dark-spectrum (black) and LED-spectrum (blue) after irradiation
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Figure 6.29: Left: dark- and LED-spectrum of one channel of an unirradiated SiPM-array.
Right: dark- and LED-spectrum of the same channel after an irradiation with 8.3 x 10'° protons/cm?.
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Figure 6.30: Dark current in the three SiPMs as a function of the integrated neutron flux. The slope
is about 2 x 10~7 nA per n/cm?, identical for the three positions (the rate is 10 nA/h for the SiPM
placed at 7 cm).

To check the role of the gamma rays we have also performed irradiation with a 3 mm lead
shield placed between the source and the box. No change was observed in the slope, and we
conclude that there is a negligible contribution of gamma rays in the degradation of the sensor.

Neutron shielding The design of a shielding structure for neutrons is ongoing using
FLUKA, and assuming the FLUKA predicted neutron spectrum in LHCDb.

To validate the procedure, some test are performed with the PuBe source and SiPMs pro-
tected by different layers of Polyethylene with 5% boron. Some results are shown in Fig. 6.31,
for the irradiation of a shielded SiPM (in fact it is the third SiPM of the preceding irradiation
experiment). The box with one SiPM was covered by 1.8 cm of borated Polyethylene and
irradiated. The SiPM distance from the source was of 7 cm. The different slopes correspond to
different amount of shielding: no shielding, 1.8 cm thick shield as described above, idem plus
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Figure 6.31: Dark current as a function of time in one SiPM, partially protected by neutron shielding
of different size. The three slopes correspond to no shielding and shielding by 1.8 and 3.6 cm of
Polyethylene with 5% boron. For the last portion of the curve a 1 mm Cd layer has been added to
check the effect of the absorption of quasi-thermal neutrons. The four slopes are 10.0 nA /h (identical
to the the result seen above), 6.9 nA/h, 5.2 nA/h and 4 nA/h.

an additional 1.8 cm layer (but only on the front side of the box), and the last test was done
with the addition of a 1 mm Cd. The Cd layer is used to clean up the low energy neutrons.
These results show a global reduction by about a factor of 2 of the degradation. As previously
stated, these studies will be used to validate the FLUKA simulation.

Absorber layers placed at strategic positions in the LHCb detector should also be considered,
with a structure similar to the shielding described above. From FLUKA, a hot spot is the M1
region close to the beam pipe. More detailed simulations are needed, and we also foresee
tests on site: several SiPM samples have been placed in LHCb, close to the existing radiation
monitoring devices.

Electronics For on-detector electronics an upgrade to a 40 MHz readout and correspondingly
higher output data rate would either mean a significant increase of data transmission bandwidth
between the detector and counting house, or an introduction of data compression (including
zero suppression) electronics on the detector. A fibre detector offers the attractive feature of
installing the active 40 MHz readout electronics outside the acceptance of the OT. This has the
advantages that the readout can be localized in a less intense irradiation environment (similar
to the present OT electronics) and that the presence of additional dead material related to
electronics, readout and cooling systems in the active area can be avoided.

Because of the Geiger-Mueller mode of operation a SiPM signal is intrinsically much larger
than the one from a silicon strip detector. The gain is typically 7.5 x 10 electrons per photon
for a SiPM with 50 x 50pum micropixels, compared to 2.2 x 10* for a 300 pm-thick silicon
detector. As a consequence the preamplifier and shaper circuit is much less sensitive to noise.
Circuits suited for SiPM detectors have been successfully implemented in several FE chips. An
adaptation to the short integration time required at the LHC should not be problematic. The



6.3. FIBRE TRACKER UPGRADE 111

dynamic range for the measurement of up to 3 MIP signal requires a dynamic range of 1 to 30
photons and a signal-to-noise ratio of about 10 to guarantee a good noise suppression.

The most challenging part for the FE electronics is the signal digitization. As the particle
impact point is determined by the centre of gravity of the hit cluster, a good position resolution
requires each channel amplitude to be recorded with at least a 5 bit resolution. With 5 bits
the dynamic range of 0 to 30 photons can be covered and due to the single photon detection
capability the noise can be suppressed to a value below the least significant bit. The signal
digitization requires a custom designed ASIC with for example 128 or 64 5-bit ADCs followed
by an FPGA that provides zero suppression and electrical interfacing to GBT. The system
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SiPM FE © 5-bit | FEIE
128 Amplifier & ADC el i
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Figure 6.32: Signal processing chain for the SiPM detector with analogue FE, ADC and digital signal
processing on the FPGA.

shown in Fig. 6.32 will be placed outside the acceptance of the LHCb detector and protected
by some shielding, as described above. Therefore the requirements to the electronics are less
problematic concerning cooling, space and radiation environment, as is the case for the current,
silicon based, IT.

6.3.2 R&D for a scintillating-fibre OT

For the innermost, high-occupancy, part of the Outer Tracker a possible alternative to straw
detectors is the use of relatively thick scintillating fibres (in the range of 0.7 to 1 mm) to
be coupled with photosensor detectors (either multi-anode PM or SiPM). Existing literature
(177,178,179, 180] suggests that for either single or double cladding scintillating fibres the
primary requirements of the OT can be met. The fibres show a good light yield, resistance to
radiation, ease of operation and construction, a space resolution at the level required by the
LHCD tracking and a minimal dead time. The minimal dead time will avoid pile-up effects in
the detector.

In a configuration under study, a certain amount of fibre layers are glued longitudinally one
on top of the other, to replace a single coordinate (X or U,V) of the current straw tube setup
(Fig 6.33). The number of layers of fibres has to be optimized, considering the obtainable light
yield, and the material budget. From preliminary evaluations, it is expected that in the case of
1 mm fibres, 4 to 6 fibre layers would guarantee enough light at the photosensor and maintain
the current material budget of 1% of Xy per coordinate layer.

These layers of fibres are glued on a mechanical support of low mass (carbon fibre). Each
column of fibres is ganged and brought to a single element of the photosensor, where the
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Figure 6.33: A possible schematic layout of an active layer of fibres (one coordinate). Fibres connected
by a line would be sent to the same photosensor element.

collected charge is recorded. The charge centroid will provide the transversal coordinate, with
a resolution better than the one coming from the simple binary information.

As photosensors, SiPM have very appealing photon detection efficiencies and ease of op-
eration, although their radiation resistance is not yet verified (as discussed above). The level
of noise of these detectors could be a drawback in a high track density environment. On the
other hand, new multi-anode PMTs from Hamamatsu (64 channels each) with high quantum
efficiency based on SBA or UBA photocathodes are also very good candidates for fibre readout.

In a digital readout scheme with a 1 mm fibre diameter one expects space resolutions
of approximately 0.35 mm per single coordinate. From preliminary results of simulations,
the resolution can be improved when the charge centroid readout method is applied. Other
arrangements of fibres are under study in order to reach the required granularity, and a complete
simulation of the set-up based on GEANT4 has been prepared.

A study of a fibre prototype is currently undergoing at the Frascati Laboratories (Fig. 6.34).
One fibre module, 2.5 m long, 60 mm wide, made of 6 layers of fibres ganged to a 64 channel
MaPMT H8500 is currently under test. The fibres used are single-clad SCSF-81 from Kuraray,
1 mm in diameter, and are expected to have a light yield of 4-6 p.e./mm and an attenuation
length of 4 m. In the prototype the fibre pitch is 1.35 mm and the average track length in
the fibre for an orthogonal track is 3.5 mm. Including the PM quantum efficiency, the average
number of p.e./track is approximately 10. This setup will be used to continue resolution studies,
while it is planned to build another prototype, shorter (1 m), with 128 readout channels and 4
layers of 1 mm fibres and pitch of 1 mm, to be equipped with higher quantum efficiency PM,
and to be exposed to a beam in the summer of 2011.

6.4 Silicon Tracker Upgrade

The present IT and TT systems are built with Si strip detector modules. The geometry and
station arrangements were optimized for a low luminosity operation of the tracking system (u
= 0.4). While R&D is needed to identify a silicon detector system that meets the require-
ments dictated by the different event environment expected in the LHCb upgrade, Si still
represents a very appealing option for this application. It provides a radiation-hard solution
for the innermost portion of the detection planes, that will experience a maximum fluence of
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Figure 6.34: Photographs of the Imm-fibre prototype during construction: mechanical setup for the
coupling of fibres to the MaPMT Hamamatsu 8500 at one end (top) and the fibres at the other end,
after polishing (bottom).

2x10™" negem2. Three decades of experience in the use of this detector technology in exper-
imental particle physics and other fields [184] have led to remarkable technological advances,
which we can exploit. For example, relatively large sensors with different shapes have been
produced, and almost edgeless devices [185,186] minimize the guard ring dead area. Strip
patterns with segmentation changing with the expected occupancy can be implemented, as
in the current VELO, with a range of shapes and orientation. The main challenge with this
technology are in the system integration, namely the minimization of the material budget while
ensuring mechanical stability and adequate cooling, and bias and signal distribution optimized
for speed and low noise without excessive power dissipation. Although the technology can be
used both for the TT as well as IT trackers, we focus here on a silicon implementation for
TT. The desired detector geometry needs to be optimized in concomitance with system design
criteria. The studies described before, showing how an increased segmentation in the y coor-
dinate and a larger acceptance in the TT lead to a reduced number of ghost tracks at higher
occupancies, will be refined and extended to determine the best sensor pattern consistent with
a manageable number of data lines and low mass implementation.

In addition, a front-end device suitable for 40 MHz readout needs to be developed. While
the general structure of this ASIC is common to the front-end systems built for other LHCb
detector systems, some of its building blocks need to be tuned for this specific technology. For
example, if we maintain the front-end electronics location at the top and bottom periphery of
the active area, the analogue front end needs to be optimized for relative high input capacitance.
In addition, low mass electrical connectivity with high reliability and low common mode noise
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Figure 6.35: Conceptual design of an integrated module assembly for a Si TT layer. Left: assembly
of one side of the stave, where a composite substrate (shown in blue) provides mechanical stability
and cooling for the hybrid circuit hosting the silicon detectors and the front-end electronics. Kapton
tapes (shown in orange) bring the serial digital outputs to the back-end electronics and distribute
power and HV to the hybrid circuits. Right: details of the double-sided assembly with sensor overlap.

needs to be implemented.

Clearly the innermost portion of the plane poses more complex challenges: it suffers more
radiation, thus it determines the maximum temperature at which the detector can operate
efficiently and reliably. In addition, it is farthest from the region where cooling can be im-
plemented without increasing significantly the material budget of the system. Finally, this is
the detector segment that benefits most from an increased segmentation due to the high track
density. A non-traditional edge shape allows best coverage of the region near the beam pipe.
Thus a separate optimization of the innermost TT region is very important.

The main components of the R&D towards the silicon tracker include the development of
“integrated module” building block of the sensor plane, the silicon sensor optimization and
front-end electronics providing the 40 MHz readout.

6.4.1 Straw-man integrated module

A “straw-man” integrated module concept based on ideas developed for the ATLAS SCT
upgrade [187] has been developed. The Si detector size and overall module length in Ref. [187]
are comparable in size to the modules needed to cover the TT detector acceptance. Other
interesting module concepts are being developed for the Belle II upgrade [188]. Thus we can
exploit synergistic R&D development to optimize our design.
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Figure 6.35 shows the conceptual design of our integrated module. We are exploiting a
double-sided mechanical assembly to achieve full detector acceptance. The baseline stave con-
cept consists of a mechanical support implemented in carbon honeycomb or foam, a bus ca-
ble (copper-aluminum-kapton tape flex-circuit to distribute electrical signals, power and high-
voltage) laminated on each side of the mechanical core, silicon detector modules mounted on
low-mass hybrid circuits hosting the detectors and the front-end electronics. The mechanical
support will include integrated cooling if deemed necessary to maintain the desired temperature
in the innermost sensors. This design has the advantage of minimizing the capacitance seen by
the input line of the front-end electronics. This allows the use of 300 pum sensors. Positioning
the front-end electronics close to the sensor does not need to have a significant impact on the
overall material budget as the electronics may be thinned down to ~ 100 gm. Thinning is
planned also for the VELOPIX ASIC. Several R&D efforts geared towards HL-LHC [189] and
Belle II [188] aim at achieving even thinner front-end devices. Table 6.2 shows a summary of the
material budget per plane assumed in this initial estimate, it corresponds to a total radiation
length of 1.5% per plane.

Table 6.2: TT Si integrated module material budget.

Component Radiation length (%)
Sensor 0.34
Hybrid + FE electronics 0.44
Substrate, Cooling, and Kapton tape 0.73
Total 1.51

We are planning to undertake mechanical and thermal studies to assess the cooling needed
to prevent thermal runaway throughout the detector lifetime. Thermal studies similar to the
ones described for the VELO are under way. A mechanical mock-up will be constructed to
validate these studies. However, the advanced HL-LHC R&D work gives confidence that this
can be achieved.

Similarly, the electrical integrity of data transmission, and the overall power and grounding
scheme to prevent the addition of common mode noise, are key system-design R&D items. We
are assuming that the copper to optical transition occurs at a distance of about 2 m from the
front-end hybrids like in the present design. An electrical signal transmission model will be
constructed, utilizing fast serial drivers to transmit high data rate signals through prototypes
of the proposed interconnect system.

The investigation of the system issues described here constitutes critical R&D work to op-
timize the performance of Si-based upstream (and possibly downstream) tracking susbsystems.

6.4.2 Sensor technology R&D

Radiation hard Si strip devices are our baseline detector elements. The radiation level expected
is at most the one envisaged for innermost tracking elements after few years of operation
at nominal LHC luminosity, as a fluence of 2x10™ ne,cm™2 is predicted by our background
simulation studies at the innermost radius (assumed to be 3.7 cm) after collecting an integrated
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luminosity of 100 fb™! | thus we are relying on a well known technology. We anticipate using
300 pm thick n-in-p devices, studied extensively in the framework of the RD50 collaboration
[190]. This technology is the one chosen for the VELO replacement modules [191]. The main
R&D items concerning the sensor design are:

1. optimum strip geometry;
2. guard ring design to maximize sensor active area;

3. inner detector shape to optimize acceptance in the high 7 region.

The availability of 2-3 routing layers in current Si devices can be exploited to refine the
segmentation along the strip in the innermost devices.

6.4.3 Electronics R&D

Dedicated front end electronics featuring 40 MHz readout needs to be developed for this appli-
cation. Table 6.3 summarizes the main requirements.

Table 6.3: TT Si-strip front-end electronics requirements.

Parameter Requirement
equivalent noise charge (Ci,=10-40 pF) | < 1500 e~

analogue response peaking time < 25 ns

readout architecture binary zero-suppressed
discriminator time walk (4-40ke™) <10 ns

The building blocks of this ASIC are common to other subsystems, featuring analogue front
end, zero suppression, and digitization with high speed serializer with data format consistent
with the GBT protocol [132]. Presently the strip pitch envisaged is ~ 200 pm, as in the present
TT system, thus a binary readout is adequate. The ASIC will be implemented with the same
C-MOS 130 nm technology adopted for the VELOPIX ASIC. Sub-micron C-MOS technologies
are inherently radiation hard and require lower bias voltages, reducing the power consumption.

The analogue front end needs to be tuned to the detector capacitances envisaged for the final
system (ranging from 2.5 to 25 pF depending upon the y segmentation). Zero suppression is
critical to reduce the amount of information transmitted through the optical links. Presently,
there is no strong motivation to introduce a finer readout pitch, and thus a binary readout
is probably sufficient to achieve the desired spatial resolution. For calibration and monitoring
purposes it would be desirable to have a switchable analogue output, for example on one specific
channel per ASIC.

The digitized information needs to be transmitted through a fast serializer block, which
provides the necessary data throughput consistent with the requirements of 40 MHz readout.
Thus signal integrity is an important consideration, and discontinuities in the signal path, with
the related losses and distortion, need to be minimized.

We are developing a R&D strategy that maximizes synergy with other LHCb sub-detectors,
and with similar ongoing development at CERN. In parallel to the ASIC design and electrical
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characterization, thinning of the readout ASIC is an important R&D item if we consider putting
the electronics close to the sensor.

6.4.4 Mechanical Support and Cooling

The salient mechanical features for the module have been described above. The design includes
cooling lines embedded in the mechanical core to handle the thermal load, using either liquid
or bi-phase cooling medium. Studies are underway to determine the cooling power needed.

As the module mounts at the top and bottom similarly to the present TT module, the
mechanical superstructure that is in place now can likely be re-used in large part for this
design, with some modifications to the beam pipe region, support plates and cable routing.

Infrastructure All the items described above need prototyping and testing. The module
components need to be exposed to adequate levels of irradiation, and the detector performance
needs to be assessed before and after irradiation. The tools described in the section on the
VELO upgrade can be used towards this goal. In particular, the infrared laser set-up and
cosmic ray test stand at Syracuse are available. In addition, the excellent TIMEPIX telescope
is an ideal environment to qualify the spatial resolution of prototype detectors.



Chapter 7

Particle Identification

Introduction

The particle identification (PID) system is a vital component of the upgraded LHCb detec-
tor. Several key physics channels which involve kaons rely on the RICH PID to reject copious
backgrounds from multiple-track combinatorics and events with similar decay topologies. Es-
pecially important are the rare decays B, — ¢¢, By — ¢y, B — ¢K2, as well as the gamma-
measurement family of channels B — DK. The PID is also crucial for the kaon tagging
performance of the experiment, especially for momenta up to 10 GeV/c.

The baseline PID system will consist of the two existing RICH detectors, to be augmented
by a novel detector based on time-of-flight to identify low momentum particles. As for the
current detector, the key momentum range is from p ~ 2GeV/c up to ~ 100GeV/c [13].
The upstream RICH-1 detector, shown in Fig. 7.1 (left), currently has aerogel and C,Fyy gas
radiators, covering momenta from ~ 2 to 10GeV/c and ~ 10 to 60 GeV /¢, respectively. The
downstream RICH-2 detector, shown in Fig. 7.1 (right), has a CF, gas radiator and covers

Overall magnetic shielding
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Spherical
mirror

7.2 m
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Figure 7.1: Schematic layout of the (left) RICH-1 and (right) RICH-2 detectors.
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Figure 7.2: The SSK and OSK tagging powers in Bs; — ¢¢ events, with and without aerogel. Lumi2
and Lumi20 represent the LHCb luminosities of 2x 1032 cm~2s~! (current LHCb) and 2x 1033 cm =251,
respectively.

momenta up to ~ 100 GeV/c.

The philosophy adopted has been to re-use as much as possible all existing RICH mechanical
and optical components. The current RICH system employs custom-built photon detectors,
the Pixel HPDs [192], which operate very successfully. However these cannot be re-used in
the upgraded RICH detector since the HPD readout electronics are limited to a 1 MHz event
readout rate, incompatible with the upgrade rate of 40 MHz. The fact that the HPD readout
chip is integrated within the vacuum envelope of the HPD tube therefore precludes simply
replacing the chip and retaining the photon detectors. It is therefore proposed to replace the
HPDs with multi-anode photomultipliers (MaPMTs) with external 40 MHz readout electronics.
The upgrade of the existing RICH detectors will be described in Section 7.1.

From simulation studies it has been concluded that the low photon yield of the aerogel radi-
ator (a mean of 5.5 photons per saturated track [13]), coupled with the increased background at
high luminosity, will be inadequate in the harsh environment of the LHCb upgrade. This would
compromise the crucial low-momentum PID, for which the key physics performance indicators
are the same-side kaon (SSK) and opposite-side kaon (OSK) tagging powers in By — ¢¢ events.
The contribution to the tagging performance with and without aerogel is shown for SSK and
OSK taggers in Fig.7.2. Two luminosities are shown, 2 x 103?cm™2s™! (current LHCb) and
2 x 1033cm 257! (twice the planned luminosity of the upgraded detector). It can be seen that
the presence of aerogel does not improve the tagging performance at high luminosity, nor does
it have the necessary robustness. The low-momentum PID efficiency, and robustness at this
higher luminosity, can be restored with a time-of-flight system discussed below.

In the current detector, the aerogel is located in the middle of the tracking system, and
its removal will reduce the material budget by about 5% of a radiation length. In addition,
the aerogel gives much larger rings than the gas radiator of RICH-1, so about half of the
photodetector area of RICH-1 is currently devoted to the aerogel. The area to be covered by
the upgraded photodetectors of RICH-1 will therefore also be significantly reduced.

In the upgraded detector, it is proposed to remove the aerogel from RICH-1, and instead
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Figure 7.3: Schematic layout of the TORCH detector, showing the front view of the 18 identical
modules, and an isometric view of a single module.

use a system based on time-of-flight to cover the low momentum range below ~ 10 GeV/c (i.e.
below the kaon threshold in the C4F;( gas radiator). Three sigma K/m separation and positive
proton separation up to 10 GeV/c requires a time-of-flight resolution of about 15 ps per track, at
a distance of ~ 10 m from the interaction region. The proposed detector combines time-of-flight
and RICH detection techniques, and is named the TORCH [193]. It relies on the detection of
Cherenkov photons from a 1cm-thick plane of quartz, illustrated in Fig. 7.3, to measure the
time-of-flight of tracks. The photons propagate by total internal reflection to the edge of the
plane, in a manner similar to a DIRC detector [194]. They are then focused onto an array of
Micro-Channel Plate photon detectors (MCPs) at the periphery of the TORCH detector. The
time-of-propagation of the photons in the quartz plate also depends on the particle type that
produced them, as different velocity particles give a different Cherenkov angle and therefore a
different path length. This effect is coherent with the time-of-flight difference, and enhances
the separation power. The goal of achieving a time resolution of 15 ps per track, together with
the expected number of detected photons per track of around 30, dictates a 70 ps resolution in
the single-photon time measurement. This detector will be described in Section 7.2.

Figure 7.4 shows the calculated performance of the different components of the PID sys-
tem, for isolated tracks, in terms of the significance (in number of Gaussian sigmas) for K/x
separation as a function of momentum. Excellent particle identification can in principle be
achieved over the full momentum range of interest. The actual performance that will be ob-
tained depends on the background and pattern recognition, and a preliminary simulation study
has been performed. Identification efficiencies and misidentification fractions will be discussed
in Section 7.3.
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Figure 7.4: Calculated performance (in sigma separation) of the different components of the PID
system versus momentum, for isolated tracks. The assumed resolutions per photon and photon yields
per track are (70 ps, 1.6 mrad, 0.7 mrad) and (30, 16, 12) for (TORCH, RICH-1, RICH-2) respectively.

7.1 The RICH system

7.1.1 Design considerations

The current RICH system deploys Pixel Hybrid Photon Detectors (HPDs) to detect and re-
construct the Cherenkov rings [13,192]. A total of 484 HPDs cover the ~ 3.3 m? total photon
detection area and, with 32x32 channels per HPD, give an effective granularity of 2.5 x 2.5 mm?
at the photocathode surface. With the current RICH-1 granularity, the contribution in C4F1
to the Cherenkov angle resolution from the HPD pixellization is approximately equal to those
contributions from the photon emission point error and chromatic dispersion. Since the HPDs
must be replaced, we must use a photon detector to match at least the granularity of the current
HPD. A photon detector to meet these requirements is the Multi-Anode Photomultiplier tube
(MaPMT).

An important design consideration is that the superstructures of both the current RICH
detectors, shown in Fig.7.1, are to be retained in the LHCb upgrade. However, since the
MaPMT photon detectors have a very different geometry to the current HPDs, the photon-
detector mounting frames to house the MaPMTs and their local magnetic shielding will need
to be re-designed, with the modularity and pitches of the mounts important factors. Cooling
schemes and service routing of cables will also be re-modelled. The R&D work will culminate
in prototype mounting frames that will later be used in a test-beam to demonstrate the per-
formance of the MaPMT modules. Most of the current heavy installation equipment can also
be re-used.

We expect that the optical system of both RICH detectors can largely be re-used. However,
the geometrical size of the current RICH-1 photon detector plane is dictated by the need to
accommodate aerogel rings. In the absence of aerogel, the size of the photon-detector plane, and
the hence number of MaPMTs, can in principle be significantly reduced. Nevertheless, it will be
investigated with the simulation whether the RICH-1 granularity and multi-hit capabilities are
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improved by increasing the size of C4F g rings with a new focusing system. If this proves to be
advantageous, we will re-establish our liaison with industrial contacts in carbon-fibre and glass
mirror structures to decide the best optical design in terms of compactness, material structure,
and cost effectiveness.

7.1.2 Photodetector and readout

The baseline photon detector for the upgraded RICH is the MaPMT. The RICH group has
wide experience with the R7600 generation of Hamamatsu MaPMTs [195,196]. The R7600 is
a 64-channel (8x8) pixel device of active area 18.1 x 18.1 mm?, a pixel size of approximately
2 x 2mm?, and a pixel pitch of 2.3 mm. The border of the R7600 is 25.7 x 25.7mm?, hence the
device suffers from a poor active-area fraction of ~ 50%. However all other properties serve
well the requirements of the LHCb RICH.

A new generation of R7600, the Hamamatsu R8900, is currently available as a 16-channel
(4x4) pixel device, but not yet as a 64-channel device that would be required for the RICH.
In a similar housing of size 26.2 x 26.2mm?, it features a slimmer mounting of the window
which allows the active area to increase to 23.5 x 23.5mm?, giving a fractional cover of 80%.
Another new generation of the metal-channel product line, the R11265, is under development
at Hamamatsu (expected around spring 2011). It uses the same housing as the R7600 and the
slimmer window mount, and features a higher photoelectron capture efficiency than the R8900.
In a prototype the active area is reported to be 23 x 23 mm? giving a 80% fractional coverage,
while the pixel pitch increases to 2.9 mm.

Given that the MaPMT square cross-sectional geometry allows close packing of approxi-
mately 90%, we estimate that 1152 units of R7600/R11265 would be required to equip RICH-1
(increased by about 45% if the acrogel is present) and 2560 R7600/R11265 to equip RICH-2.
This gives approximately 238k readout channels in total. Due to its improved active-area cov-
erage, the photon-detector baseline is the R11265 series of MaPMT, with the R7600 as backup.
However in the latter case, lenses would need to be employed to improve the effective active
area.

The R7600 has been characterized in the laboratory [197], and a summary of the results are
shown in Fig.7.5. Excellent single-photon response is observed, however a channel-to-channel
variation in gain up to a factor of two is measured. We plan to correct for this effect on a
channel-by-channel basis in the front-end electronics readout. It can also be seen that the
cross-talk characteristics are excellent, at a negligible level below 1%. The MaPMT response to
longitudinal and transverse magnetic fields is shown in Fig. 7.6, as measured inside a Helmholtz
coil and a solenoid. This shows reductions of gain up to ~ 10% for longitudinal fields up to
50 gauss. (Note that maximum longitudinal fields of 25 gauss are expected in RICH-1, provided
local magnetic shielding is incorporated.) These tests will be repeated when the new generation
of R11265 tubes becomes available. Considering the increase in overall active-area coverage,
the sensitivity to magnetic field for pixels at the periphery of the anode will also be studied. In
addition, long-term measurements have started to study possible ageing effects on those tubes,
at rates expected at their maximum occupancies. To limit ageing effects, the supply voltage to
the MaPMT is minimized.

We have also tested the H9500 flat-panel 16 x 16 pixel MaPMT from Hamamatsu [198].
This device has an active area of 49 x 49 mm? and a border of 52 x 52 mm?, which gives about a
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Figure 7.5: Preliminary measurements of R7600 properties: (Left) response to single photons in a
central pixel demonstrating a significant channel-to channel gain variation, (Right) cross-talk response
on adjacent channels compared to the central pixel which has the photon hit.
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Figure 7.6: Response of the MaPMT gain to longitudinal and transverse magnetic fields.

90% active region (the pixel pitch is about 3.05 mm). In the tests we observed a small number of
electrons generated at the first dynode from a single photon. This leads to cross-talk observable
in around 10% of signals. Also the H9500 has significantly poorer response to single photon
signals than the R7600, and suffers from increased dark counts. Since we are not reliant on the
compact nature of the H9500 in the longitudinal dimension, we believe the R7600 is the better
option for the LHCb RICH detectors.

The MaPMT readout must conform to the upgraded 40 MHz LHCDb electronics architecture.
The front-end chip will be an ASIC and must provide the shaping and amplification as well
as discrimination and digitisation. We have chosen binary readout as baseline, which is the
cheapest option and minimizes the off-detector data throughput. The binary choice requires
the ability to adjust channel-to-channel gain variations of the MaPMTs prior to discrimination
on the front-end ASIC. It is advantageous that the readout provides baseline recovery of the
signal ideally within 25ns, in order to suppress signal spill-over (which can give dead-time into
adjacent bunches for binary readout). With these criteria in mind, we are proceeding with the
front-end electronics R&D on two fronts: we have started development of a custom front-end
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Figure 7.7: (a) Photograph of a discrete-component prototype mounted on the R7600, (b) oscilloscope
trace showing the performance in response to single photons (the horizontal scale is 2.5 ns/div, the
vertical scale is 10 mV /div).

electronics readout chip, and we are investigating a currently-available chip for its suitability,
the Maroc-3 [199].

We are currently designing a customized readout chain which is tailored for the R7600
or R11265, comprised of an analogue pulse shaper amplifier and a binary discriminator. A
prototype with discrete components has been fabricated with commercial transistors in Silicon-
Germanium (SiGe) Heterojunction technology [200]. Four channels per side have been placed
on each board, which then read out a line of eight channels on the R7600. This scheme allows
several MaPMTs to be placed side by side. A photograph of the board mounted on the R7600
is shown in Fig.7.7(a). The prototype has been tested with single photons sent to an MaPMT
pixel via a commercial blue LED and from Cherenkov photons from a PbF5 crystal. Very good
performance is demonstrated, shown in Fig. 7.7(b). The peak amplitudes are about 50 mV with
rise-times of 1.4ns. The fall-times of the pulses are set to about 3ns and thus the baseline is
restored well before 25 ns, thus eliminating possible spill-over/dead-time effects at the LHC
event rate. The total power dissipation for the analogue section of the front-end is measured
to be 3mW.

Furthermore, we have performed SPICE simulations of an MaPMT front-end ASIC chip,
fabricated in SiGe 0.35um-CMOS technology, and based on the discrete-component prototype.
These simulations indicate that a 300 ps rise-time, 3ns (1/e) fall-time at 0.3 mW per channel
power dissipation, and 1500 electron noise RMS should be achievable for the preamplifier. The
discriminator has been also designed showing about 500 ps transition time when loaded with
a few pF at its output. Power dissipation per channel is expected to be close to 1mW. The
layout of a prototype 4-channel chip is under development and we expect a customized chip to
be available on the timescale of late 2011.

As a parallel activity, we will evaluate the new 40 MHz Maroc-3 readout chip, developed by
the OMEGA Collaboration specifically for MaPMTs. We will investigate whether this chip, or
a variation of it, suits the LHCb RICH requirements. In the present version, the Maroc-3 has a
25 ns fast-signal shaping time, and its power dissipation is 3.5 mW per channel. Simulations will
be made to investigate whether such a shaping time is compliant with the expected maximum
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occupancy and whether spill-over/dead-time effects are tolerable.

Both the customized ASIC and the Maroc-3 developments will contain only the analogue
sections of the readout: the amplifier, the discriminator and slow-control logic. The rest of the
decision logic will be implemented in a separate commercial Field-Programmable Gate Arrays
(FPGAS) assuming they are proven to resist the radiation environment. As a consequence, this
latter part of the readout sequence will be independent of the front-end chip chosen.

As well as developing MaPMT readout, we are closely following alternative technologies.
One such technology is based on standard HPDs but with external readout electronics. This has
the advantage of decoupling photon detector from electronics developments [201]. The overall
design of the tube would be similar to the current HPDs equipping the RICH detectors, allowing
to keep a significant fraction of the existing photon detector infrastructure. The output signal
from the preamplifier would be subsequently fed to a discriminator and processed through back-
end electronics similar to what is required for the MaPMTs. The key challenge is to maintain
an acceptable signal-to-noise ratio in this configuration. A second alternative technology is a
novel hybrid MCP with a Medipix/Timepix readout chip, developed at CERN, and based on
an original development at Berkeley [202]. An on-going collaboration with the Burle-Photonis
company [203] will encapsulate the Timepix chips into vacuum tubes. The major advantage
of this photon detector technology would be its readout synergy with the VELO group. At
present we are tracking developments, and hope to compare the properties of HPD and MCP
devices to those of the MaPMT, once the former photon detectors become available.

7.1.3 R&D plans

An R&D programme is underway to evaluate RICH technologies for the LHCb upgrade. The
next-generation R11265 MaPMT will be studied in the laboratory and compared to the R7600.
The electronics readout and photon-detector mechanical mounting will be designed. The re-
quired time for baseline recovery of the front-end readout will be critical in the design-choice
of the front-end, and will be assessed in simulation.

Following further laboratory characterisation, an array of R7600 MaPMTs will be tested
in a prototype RICH detector in a CERN test-beam. The RICH gas enclosure and optical
system for the demonstrator already exists, and this will be equipped with a column containing
photon detectors, and the ancillary electronics. The beam components: telescope, trigger etc,
will be assembled from existing infrastructure. In the first phase, the current LHCb DAQ
system will be adapted; we will first configure existing LHCb TELL1 boards for readout with
the Maroc-3 chip, together with standard LHCb ODIN boards. This will then be compared
with the front-end fabricated in discrete components. In the second phase, the DAQ system for
the test-beam will conform to the new LHCb readout architecture, which will follow a common
LHCb-wide protocol. This is also the phase where the prototype ASICs for full 40 MHz data
transmission will be used in the RICH detector. Key measurements will include photon counting
and Cherenkov angle resolution.

Work will be started to design and prototype an upgraded front-end DAQ-interface (to
replace the “Level-0” board in the current RICH) which will be based on FPGA technology,
and to investigate possible compatibility between MaPMT and MCP (TORCH) applications.
We will use the new generation of radiation hard Giga-bit optical link (GBT) chipset and
rad-hard FPGAs necessary to format and (possibly) zero-suppress data, and interface with the
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GBT optical readout. Once the data have been transmitted off-detector, the RICH DAQ will
be provided via TELL40 boards.

In parallel to the test-beam and read-out developments, simulation studies will continue to
further optimize the PID performance. Performance metrics will include RICH efficiency and
purity, low momentum PID response, flavour tagging performance, and the ability to cope with
high occupancy.

7.2 The TORCH detector

7.2.1 Detector operation and layout

The TORCH is a novel detector which uses Cherenkov photons from a 1cm-thick plane of
quartz to measure the time-of-flight of tracks. The thickness of the plate is a compromise
between photon yield, the contribution to the resolution from the uncertainty on the photon
emission point, the cost in terms of quartz volume, and the material budget (~ 8% X, for 1 cm
of quartz). The overall detector thickness, including photodetectors, is only about 15 cm, so it
should be easy to integrate into the existing LHCb spectrometer. The initial choice of position
was at z = 13m, taking the place currently occupied by the M1 station which will be removed
in the upgrade (see Fig. 1.6). The final position of TORCH will be determined by optimising
performance against cost, and could well be moved upstream to z = 9.5 m, i.e. just in front of
RICH-2 (but still after the tracking system).

Quartz is used because it is optically dense to maximise the photon yield, is radiation hard,
has high transmission length, and can be polished to maintain very accurate optics to preserve
total internal reflection and angular precision. However, the chromatic dispersion of quartz is
large, hence we must measure not only the time-of-flight, but also correct for the spread of
photon speed due to the variation of refractive index with photon wavelength. This is achieved
by focusing the photons onto pixellated photodetectors, allowing the angle of the photon to
be measured accurately, and when combined with the known track direction the Cherenkov
emission angle can then be determined. The wavelength of the photon is effectively determined
from this information, allowing the dispersion to be corrected for. This concept is closely related
to other ongoing R&D projects for future PID detectors, the TOP detector for Belle 1T [204]
and the endcap DIRC for PANDA [205], which similarly rely on the recent development of fast
photodetectors. The distinction of the TORCH approach is the focus on time-of-flight rather
than time-of-propagation, and the performance at higher momenta.

The initial TORCH simulations assumed a full plane of quartz covering the spectrometer
acceptance, apart from a small cut-out around the beam pipe. This was used for the simulation
studies of performance reported below. However, to move towards a more realistic detector
design, a modular arrangement has been introduced as shown in Fig. 7.3, which will be discussed
below. The conceptual design for reconstructing the photon paths is illustrated in Fig. 7.8: the
angle of the photon within the plane of the quartz plate, 6, is determined from knowledge of
the emission point on the track and the detection point at the photodetector, as in (a). The
angle perpendicular to the plane, ., shown in (b), is determined by focusing the photons onto
the pixellated photodetectors using the optical element shown in Fig. 7.9 (left) at the edge of
the plate. This relies on the fact that the photon angle is unchanged as it reflects off the two
faces while travelling across the plane, via total internal reflection.
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Figure 7.8: Schematic to illustrate the concept of the reconstruction of photon trajectories (a) in the
transverse (z,y) projection, where the filled squares indicate detected photon hits, (b) in the (y, z)
projection.

Both angles need to be determined with a precision of about 1 mrad, in order to reconstruct
the photon propagation time with a precision of about 50 ps. This angular precision can be
easily achieved in 6, with coarse pixellization of ~ 1 cm pitch, due to the long lever arm. In the
other projection the pixel size needs to be finer by a factor of 10 or more. The total resolution on
the photon propagation time includes contributions both from the uncertainty on the trajectory
coming from the finite pixel size, and from the intrinsic time resolution of the photodetector.
We assume that Micro-Channel Plates (MCPs) are used. MCPs with a 10 um pore size (i.e.
the diameter of the microchannel) have been demonstrated to provide a resolution of 30 ps for
single photons [206]. To develop the design of the detector we have taken the parameters of an
existing commercially-available MCP, as illustrated in Fig. 7.10, but adjusting the anode pixel
size to suit our application.

Our aim is to measure the time-of-flight of individual photons to within ~ 70ps. Given
around 30 detected photons per track, the arrival time of the particle at the TORCH can be
determined to an estimated precision of 10-15ps. The production time of the particle (¢y) can
be precisely determined from the combination of times measured by TORCH from the other
particles produced at the same vertex in the interaction, as discussed below.

Being a new detector, significant R&D is clearly required to demonstrate the feasibility of
the TORCH concept. Whereas the upgraded RICH system is required to be ready at the start
of operation of the upgraded experiment, the TORCH could in principle be added at a later
stage.

7.2.2 Pattern recognition

Following the approach outlined above, the reconstruction is relatively straightforward: we
measure the arrival time and position of a photon on the photodetector plane, infer ., and
calculate its trajectory assuming it was emitted by the track at the midpoint in z of its path
through the quartz plate. Given measurements of the track path and momentum from the
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Figure 7.9: (Left) Cross-section through the focusing element, attached to the edge of the quartz
plate. The focusing of photons is indicated for five illustrative angles between 450 and 850 mrad,
emerging at different points across the edge of the plate. (Right) Event display of detected photons
from simulated tracks passing through the TORCH detector, showing their angle 6, at the edge of
the plate versus their position along one edge of the plate. Different symbols are used for the photons
from three tracks, hitting the plate at different positions.
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Figure 7.10: (a) Photograph of the Planacon XP85022 MCP from Burle-Photonis, which has 32 x 32
square pixels. (b) Schematic of the photodetector layout for TORCH, with Planacon-sized MCPs
placed side-by-side, with pixellization adjusted to be fine in one direction and coarse in the other.

tracking system and knowledge of the optical properties of quartz, this is sufficient information
to extract the mass from the time difference between the track leaving the primary vertex (PV)
and the photon being detected. There are two principal challenges: first, association of photons
to tracks (pattern recognition) and second, determining the time when the track left the PV.
In the environment of the upgraded LHCDb luminosity, there will be O(100) fully recon-
structed tracks plus a large number of secondaries passing through the TORCH in an event.
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However, most photon-track pairs can be rejected as unphysical. We take advantage of the
limited range of photon wavelengths to which the photodetector is sensitive and reject candi-
dates outside this range. This is equivalent to a restriction on 6¢: for our geometry, this means
that relevant photons lie along arcs on the photodetector plane, as shown in Fig. 7.9 (right).
Additionally, we can ignore photon-track pairs with unphysical timing. Instead of attempting
to measure the mass of the particle directly, we assume (e, u, 7, K, p) hypotheses and test for
consistency with each in turn. Background photons whose timing is not consistent with these
masses can be ignored.

The “start time” of the track must also be determined. We take advantage of the high pion
multiplicity and use other tracks from the same event primary vertex to fix the relative timing.
The same reconstruction procedure described above is used except that the last step is inverted:
for each track from the event primary vertex, we assume the pion mass and deduce the total
time elapsed (time-of-flight of the track plus time-of-propagation of the photon). Subtracting
this from the measured photon detection time gives a per-photon estimate of the track start
time. For a primary vertex with N, fully reconstructed pion tracks, the start time resolution
is smaller than the per-track time resolution by roughly /V;.

This simulation has used the simple conceptual design of a single plane of quartz. In practice
the plane would need to be constructed from smaller plates, and a first design of a modular
layout has been made, as was shown in Fig. 7.3. In this case the additional reflection of photons
off the lower edge and sides of each module will lead to extra ambiguities in the reconstruction,
but that is balanced by the much lower number of tracks traversing each module, and the
excellent performance is expected to be maintained. Detailed simulation of this modular layout
is in progress.

7.2.3 Photodetector and readout

An MCP photon detector potentially suitable for the TORCH detector is the Burle-Photonis
XP85022. This is a 59 mm square unit with ~ 80% active coverage. There are 32x32 pix-
els/unit, each 1.6 mm square in the commercial version. The channel gain-uniformity of the
XP85022 is excellent ~1:1.5 and it is robust against magnetic fields (~1T). Another great ad-
vantage, in contrast to the MaPMT, is that the anode pixel layout can in principle be designed
as required. The current plans for the granularity of the TORCH is 1288 (the customization
of granularity will involve collaboration with industry). We are currently exploring a modular
design for the TORCH as in Fig. 7.3, with 18 identical modules and 11 Planacon-sized MCPs
per module. This gives a total of 198 MCP units.

R&D is in progress to test the suitability of the MCP to meet the TORCH requirements.
We have acquired a pair of 64 channel 8x8 XP85012-A1’s to test in the laboratory using
commercially-available single-channel electronics. The pore size of the XP85012-A1 is 25 mi-
cron, which is the size readily available commercially at an affordable cost. The timing prop-
erties of a single tube are currently under investigation with a pulsed blue (400 nm) laser from
PiLas, which has a ~ 20 ps resolution, and set up to emit single photons. The laser and MCP
are used to start/stop a fast NIM-based ORTEC time-to-amplitude converter. The labora-
tory set-up is shown in Fig.7.11(left). First results from the laboratory tests are shown in
Fig. 7.11(right). An excellent timing resolution of 46 ps is achieved.

We are actively investigating MCP readout. A potentially suitable front-end chip has al-
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Figure 7.11: (Left) A photograph of the laboratory test set-up to study the timing properties of
the XP85012-A1 MCP, (Right) the MCP timing distribution measured with a blue laser operating in
single photo-electron mode, demonstrating a 46 ps resolution when fitted with a simple Gaussian.

ready been developed for the ALICE TOF system. The NINO and HPTDC chip-sets [209],
produced at CERN, have been used to measure time-of-flights down to a resolution of 30 ps by
independent researchers in space/medical applications [210]. Current NINO chips have 8 chan-
nels, however 32-channel versions have also been tested, possibly progressing to 64 channels in
the next iteration. To provide proof-of-principle verification of the MCP readout, we have fab-
ricated a multi-layer PCB test board incorporating eight NINO/HPTDC chips. A photograph
of the readout card coupled to an MCP is shown in Fig. 7.12. This NINO/HPTDC system will
be available in the coming weeks and will first be used to read out the pair of XP85012-A1
MCPs in the laboratory.

As a parallel electronics development, we will maintain synergies with the RICH front-end
electronics. As explained above, SPICE simulations show that rise-times of 300 ps with 5ps
RMS jitter can be achieved with the new RICH readout chip currently being developed in SiGe
0.35um-CMOS technology, making it potentially compatible with TORCH MCP requirements.

7.2.4 R&D plans

The verification of the TORCH operation will be achieved in a number of stages. After proof
of principle of the 8x8 MCP timing properties in the laboratory, a test rig will be fabricated
for test-beam operation. A quartz bar will be coupled to a machined plastic or quartz focusing
element, read out by a single MCP with the NINO/HPTDC front-end in the first instance.
A second MCP will be used to provide the beam timing. TELL1 boards will be configured
for analogue and digital-time readout, together with standard LHCb ODIN boards for DAQ.
Precise timing measurements of the demonstrator TORCH will be taken as a function of beam
energy and angle of incidence in the quartz. Key measurements will include measurement
of photon energies using the dispersion relationship of quartz, and verifying the time-of-flight
resolution. Possible instrumental effects such as angular aberration, cross-talk, and noise will
also be verified.
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Figure 7.12: A photograph of the NINO/HPTDC readout card coupled to 8x8 Burle-Photonis
XP85012-Al.

Customisation of MCPs to an 8x128 pixellization will involve collaboration with indus-
try. Possible industrial partners are Photek (UK) [207], Burle-Photonis (France) [203], and
Hamamatsu (Japan) [211]. An investigation on the MCP pore size will be made; 25 micron is
currently commercially available, however 10 micron would improve the timing resolution and
magnetic field response. It is also essential to ensure good lifetime for the tubes, which has
been an issue with MCPs in the past [208], and which depends on the working point chosen
for the gain of the tubes. This R&D work will culminate in a sample of prototype tubes for
qualification.

For the 1024-channel MCP, a single device would need sixteen 64-channel NINO chips,
and this modularity would need to be studied, and possibly improved, for the LHCb upgrade.
Hence, we will work with the developers of the NINO chip-set and the RICH electronics group
to optimise the overall modularity. Any fabrication of a new MCP readout chip would also
invoke a 2-year programme.

The DAQ interface for the TORCH will be developed in conjunction with the RICH. For
this, the TORCH will also implement an FPGA, the new generation of radiation hard Giga-bit
optical link (GBT) chipset, FPGAs for data suppression, and off-detector TELL40 boards.

Finally, an intensive R&D programme will focus on the TORCH modularity. The quartz
thickness is a crucial parameter, and the compromise will be between good photon yield, mini-
mizing the uncertainty on the position of the photon emission, and overall mechanical stability.
The ability to polish the quartz surface over a large area, in order to maintain less than a
1mrad uncertainty after multiple internal reflections will also be investigated in collaboration
with industry. The mechanical mounting of the quartz will be crucial, as well as its coupling to
the focussing block. The mechanical prototyping will be a multi-stage process, finally culmi-
nating in a full-scale module, focussing block and MCPs to demonstrate the timing resolution
and photon count.
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Figure 7.13: The pion misidentification fraction versus the kaon identification efficiency for the RICH
gas radiators as measured in 7 TeV LHC collision data: (left) as a function of track multiplicity, and
(right) as a function of the number of primary vertices).

7.3 Expected performance of the PID system

The performance of the upgraded PID system has been studied, both in 7TeV LHC collision
data and in Monte Carlo.

We have estimated the performance of the upgraded RICH system by studying the /K
separation as a function of measured track multiplicity and the number of primary vertices, as
measured in data. A very pure sample of m’s and K’s can be extracted in data by using the
D* calibration sample and selecting D* — D(Km)r decays, with no recourse to particle ID
information. Fig.7.13 shows the pion misidentification fraction versus the kaon identification
efficiency as a function of track multiplicity and the number of primary vertices, as the likelihood
for the kaon hypothesis is varied. The aerogel photons have been removed from the analysis,
hence this is the performance for gas radiators only. Whilst there is clearly some degradation of
performance observed at higher track multiplicities, the 7/K performance remains extremely
robust, giving confidence that the current RICH detectors are suitable for operation at higher
luminosities.

The performance of the particle identification using TORCH has been studied using a simple
simulation of the detector, coupled to the full simulation of events in the LHCb spectrometer.
We compare two luminosities, 2 x 10%2ecm 257! and 2 x 10*3cm™2s7!. The efficiencies and
misidentification fractions for pions and kaons are shown in Fig. 7.14. Excellent 7-K separation
is achieved up to 10 GeV/c and beyond, as required. The good performance of the TORCH
at high intensity running is also apparent, showing robustness in performance up to x10 the
current LHCb luminosity, i.e. twice that for nominal running of the LHCb upgrade.

Whilst initial data analysis indicates the RICH performance should be robust at higher
luminosities, simulation of the new detector geometry must be completed to draw firm con-
clusions. The current Monte Carlo incorporates HPDs, and therefore the MaPMT geometrical
structure must be implemented into the upgraded LHCb Monte Carlo. This work is in progress.
The PID performance will be studied as a function of MaPMT granularity and active/dead area
fraction, versus luminosity. The contributions to the Cherenkov angle resolution from pixelli-
sation, chromatic error, and photon emission point uncertainty will also be determined. The
performance of the SSK and OSK tagging powers in By — ¢¢ events will be evaluated when
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Figure 7.14: Identification efficiency for the subset of well-measured, truth-matched charged tracks
in the simulation which are matched to a primary vertex. The plots show the efficiency for a kaon
(left) or pion (right) track to be identified correctly (black, upper points) or incorrectly (red, lower
points). The ID and mis-ID efficiencies are shown for two different luminosities, 2 x 1032 cm =251
(points) and 2 x 103 cm~2s~! (dotted histograms). Tracks are assigned as pions or kaons depending

on which hypothesis maximizes the likelihood, ignoring other mass hypotheses.

adding the TORCH detector.

Optimized photon pattern recognition and ring reconstruction will be vital to maximize
the PID performance at the highest luminosities. The necessary software tools for pattern
recognition will be developed for the upgraded RICH and TORCH detectors. Finally we will
also study the possibilities of a global PID algorithm incorporating both RICH and TORCH.



Chapter 8

Calorimetry

Introduction

The present calorimeter system of LHCD is composed of a Scintillating Pad Detector (SPD), a
Preshower (PS), an Electromagnetic Calorimeter (ECAL) and a Hadronic Calorimeter (HCAL).
The HCAL is based on the Tilecal technology and contains 1488 cells. It is preceded by the
ECAL based on the Shaslik technology and containing 6016 cells. In front of the ECAL, the
PS is composed of 6016 tiles matching the geometry of the ECAL. The PS is placed after a
lead sheet of 2.5 radiation length and is preceded by another layer of 6016 scintillator tiles, the
SPD. The detailed description of the calorimeter system can be found in [212].

The calorimeter system plays a role in photon reconstruction (ECAL), in photon and elec-
tron identification (ECAL, PS, SPD), and in the trigger system (HCAL, ECAL, PS, SPD).

For this document we have concentrated the studies on the upgrade of the ECAL and HCAL
readout at 40 MHz, since the removal of the SPD and PS is being considered for the upgrade.

e The Low Level Trigger (LLT), foreseen to replace our present L0 trigger, does not require
a very strict selection and therefore it can be operated without the PS and SPD.

e [t remains to be studied whether the necessary electron and photon identification needed
for parts of our upgrade physics program can be achieved without the SPD and PS.

If an upgrade of the SPD and PS is needed, the modifications to the Front-End (FE) cards
would be very similar to the modifications of the ECAL/HCAL FE-cards described below.

To minimize the required modifications, it is planned for the upgrade to keep the present
ECAL and HCAL calorimeter modules, their photomultipliers (PMT), Cockroft Walton bases
(CW) and coaxial cables. However, to keep the same average anode current of the phototubes at
the higher luminosity, their high voltage (HV) is reduced and therefore the gain of the amplifier
integrator in the Front-End card will be increased. This is described in Section 8.1.

The racks and crates situated at the top of the calorimeter can be kept as they are, however
of course the FE-cards have to be modified to allow a read out at 40 MHz. To minimize the
number of fibres necessary to read the calorimeters, the ADC information is packed using an
algorithm similar to the one presently used in the TELL1 calorimeter cards. The new FE-cards
are described in Section 8.2.

134
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The decision to keep the calorimeter modules, their PMTs and CW bases assumes that they
can operate with the radiation damage corresponding to the foreseen integrated luminosity.
This is discussed in Section 8.3.

Because of the higher luminosity, there will be a higher occupancy in the calorimeter cells.
This will cause an increase in calorimeter noise due to statistical fluctuation in these underlying
events. While the effect is small for the measurement of high Et photons it is important in the
case of low Er photons. In Section 8.4 an estimate of this equivalent noise is given.

8.1 ECAL/HCAL electronics upgrade: analogue FE

The analogue signal processing in the present ECAL FE-board [212,13,213] is mostly performed
by a shaper ASIC that integrates the PMT pulse, which has been clipped at the PMT base.
The PMT is located at the detector; the signal is transmitted through a 12 m 50 €2 coaxial cable
to the FE-board located in the crates at the calorimeter platform.

Table 8.1: Summary of the requirements for the calorimeter analogue FE.

Parameter Requirement

Energy range 0 < Er <10GeV (ECAL)
Calibration/Resolution | 4fC/2.5 MeV per ADC count
Dynamic range 4096 — 256 = 3840 cnts: 12 bits
Noise <1 ADC ent (ENC < 5-6 {C)
Termination 50+ 50

Baseline shift prevention | Dynamic pedestal subtraction
Max. peak current 4-5 mA over 50 (2

Spill-over correction Clipping

Linearity < 1%

Cross-talk < 0.5%

Timing Individual (per channel)

The PMT gain has to be decreased by a factor 5 with respect to the present operation HV
in order to keep the same average current after the increase in luminosity'. Therefore, this
has to be compensated in the electronics and the preamplifier input equivalent noise must be
decreased accordingly.

The noise after integration and pedestal subtraction should be at the level of 1 ADC count
approximately, corresponding to an input charge of 4 f{C RMS (compared to 20 fC in the present
system). Detailed noise analysis shows that the total input referred noise voltage of the Front-
End should be smaller than 1nV/ v/Hz. This requirement includes not only the input referred
noise of the amplifier but any other noise source, i.e. the 50 €} termination resistor; therefore,
a passive termination is not acceptable. Active termination schemes are under study. Because

! According to Hamamatsu PMT specifications, a 20% gain reduction may be expected per integrated charge
of 100 C (the expected charge per year in present conditions and worst PMT position).
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the implementation of an active termination requires a transistor level approach and because
the FE-board has 32 channels, an ASIC development is under study. It will be described below.

There is another approach however, since currently the PMT signal is clipped in the base,
and about 2/3 of the signal charge is lost. An alternative solution would consist of removing
the clipping at the PM base and perform it after amplifying the signal in the FE-card. This
would relax by a factor 3 the noise requirement of the FE-amplifier, thus allowing a passive
termination. Although this solution requires intervention in the detector, the operation is
feasible. Thus, such a solution, based on Commercial Off-The-Shelf (COTS) Op. Amps and
analogue delay lines is also described.

After analogue signal processing, either with an ASIC or using COTS, the signal must be
digitized through a 12 bit ADC at 40 MHz. Baseline candidate is the AD9238 ADC, which is
a dual pipeline ADC. Its sampling frequency ranges from 20 to 65 MHz.

Table 8.1 summarizes the main requirements for the analogue FE of the calorimeter system.
Except for the PMT current and noise, the other requirements are similar to the ones for the
current ECAL Front End [212,13,213].

8.1.1 Integrated implementation

Active termination, avoiding resistor termination and its thermal noise is usually referred as
“electronically cooled termination”. Conventionally it is created by an operational amplifier
with capacitive feedback. This solution works well, provided that the input signal amplitude is
not so large as to produce significant changes in the input amplifier transconductance. In the
case of calorimeters for high energy experiments, this may not be the case as a large dynamic
range is usually required. The ATLAS LAr calorimeter preamplifier creates the electronically
cooled termination through a “super common base” input stage with an additional feedback
loop [214]. An ASIC in IBM’s 8WL 130nm SiGe process is being designed for the LHC
upgrade [215].

The LHCDb Preshower chip relies also on a super common base stage [212], however no cooled
termination is used in this case because the chip is located in the PM base. The input current
is amplified and converted to differential signalling in order to be integrated through a fully
differential amplifier with capacitive feedback. Since no dead time is allowed and high quality
delay lines cannot be easily integrated, the solution adopted for the PS is to alternate every
25 ns between two integrators and to reset one integrator when the other one is active.

The proposed implementation of the ASIC for the calorimeter electronics upgrade is based
on a combination of the two previous solutions. In the first place a “super common base” input
stage with additional current feedback creates the electronically cooled termination as shown
in Fig. 8.1. Then two alternated switched signal paths are used to integrate and sample the
input current with no dead time, as in the Preshower sub-detector.

A first prototype of input stage of the chip including preamplifier and switched integrators
has been designed in Austria-microsystems 0.35 pm SiGe BiCMOS technology and submitted to
the foundry in June 2010 (Fig. 8.2). There are a number of key issues to be tested, corresponding
to some innovations with respect to the ASICs referred above. On the one hand the amplifier
uses current feedback (Fig. 8.1, left) for several reasons:

e The output is a mirrored current.
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e Additional I/O pads are needed for standard voltage feedback [216], but not for current
feedback. This makes easier the implementation of a fully differential channel (with
pseudo differential input), which may be critical in a FE-board with large amount of
digital circuitry.

e All nodes have low impedance, and hence less prone to pick up noise.

e ESD robustness is improved since no MOS transistor gate or bipolar base is connected to
the input pad (series resistors are not allowed for noise reasons).

Current mirrors are based on active cascode circuits in order to be able to achieve the
required linearity, noise and bandwidth.

MP4

R

Current amplifier
(mirrors)

Analogue
Multiplexer

Figure 8.1: Super common base amplifier with current feedback (left) and interleaved switched paths
(right).

Figure 8.2: First ASIC prototype of the input part of the channel.

8.1.2 Discrete component implementation

Provided that the clipping line in the base of the PMTs (Fig. 8.3, left) is removed, noise
requirements can be relaxed and line termination can be performed with a resistor. With
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Figure 8.3: Principles of operation for the COTS solution. The left drawing and picture show the
clipping system (top) and the trace in the PMT base that has to be cut to remove the clipping (bottom).
The schematics and curves on the right show the system that is used in the COTS implementation to
reset the integrator (top) and the resulting integrator output signal (bottom).

COTS it is possible to implement a similar scheme as the one already working in the current
ECAL. However, there are two modifications compared to the present design: an input low
noise amplifier is used, thus reducing the total noise, and the clipping is performed on the
electronic card after the input amplifier rather than in the PMT’s base. The clipping principle
is preserved but the scheme must be adapted because the operational amplifier has a much
lower output impedance than the PMT tube.

This option implies an intervention on the PMT’s base, but it is reasonably easy to cut the
trace on the PCB (Fig. 8.3, bottom left). This reduces the contribution of the Cockcroft-Walton
induced noise, in case it was coupled after the clipping, since the outgoing signal is larger. The
integration of the signal is done in an operational amplifier and 25ns later a “disintegration”
is performed in such a way that at the sampling instant the result of the previous integration
is cancelled (Fig. 8.3, right). The circuit is made with differential operational amplifiers. This
gives two polarities of the signal easing the implementation of the circuit described in Fig. 8.3.
This scheme helps reducing the pedestal and helps the subtraction algorithm. It also avoids
switching currents in the analogue power supplies.

A first prototype of the board is already built and the first measurements are being per-
formed.
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8.2 ECAL/HCAL electronics: new FE card

The present FE-cards are each connected to 32 PMT signals. They are described in the
note [217]. The main card components are

e 8 ASICs each with 4 amplifier integrators.
e 32 Analog devices ADC AD9042.

e 8 FPGA AX250 of Actel (FePGA) for signal processing (pedestal subtraction and gain
correction in the trigger path). A latency buffer and a derandomiser are used for preparing

the data to be read-out after reception of a L0 trigger. Injection of test pattern instead
of ADC data is foreseen. Each FPGA processes 4 channels.

e 1 FPGA AX500 of Actel (TrigPGA) which collects data at 40 MHz, processed in the
FEPGAsS, from the 32 cells of the card and from 8 +4 + 1 cells from neighbouring cards.
It selects the highest transverse energy in a cluster of 2 x 2 cells and sends this information
to the trigger path, through the crate backplane and through two trigger validation cards
per crate.

e 1 FPGA APA300 of Actel (SeqPGA) gathers the data readout from the 8 FEPGAs,
serializes them and sends them through the backplane to a controller board and then
through a fibre to the TELL1 cards.

e 1 FPGA APA150 of Actel (GluePGA) is used as an interface for ECS between the control
board of the crate and the FE-card to load constants into the FPGA, to load test patterns,
to perform spying of data and other functions.

In the cards foreseen for the upgrade, the TrigPGA functionality and therefore probably
the FPGA and its firmware will be kept unchanged. This will allow to transmit the high Er
clusters to be used in the low level trigger (see Chapter 3).

The GluePGA and its functionality for ECS will probably be kept, while the SeqPGA has
no role in a 40 MHz readout system.

In the new cards the 32 channels will be grouped in 4 groups of 8 channels (see Fig. 8.4). In
each of the four groups the PMT pulses are amplified and integrated as explained in Section 8.1.
They are then converted with a 12 bit ADC running at 40 MHz. The ADCs’ data will be
processed by a single reprogrammable Flash-based FPGA of Actel. Preliminary studies show
that the ABPE1500 has the necessary resources for an 8 channel group. The data will then
be sent to the TELL40 boards (see Chapter 4) by one GBT Fibre system per 8 channel group
with a useful bandwidth of 3.2 Gbit/s or 80 bits every 25ns. A schematic diagram of one such
group is shown in Fig. 8.4.

If one would send the 12 bits for each channel, 96 bits/25ns would be needed together
with extra information such as the BXID and link identifier. One GBT would then not be
enough. However in most cases the ADC data corresponds only to small pulses due to pedestal
fluctuation (noise or pile-up). One possibility would be to send only data above a certain zero-
suppression threshold; however this zero suppression can cause non linearity when measuring
the calorimeter energy in a 3 x 3 cluster.
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Figure 8.4: One FE-block of 8 channels.

In the upgraded cards we propose to compress the ADC information of 8 channels, in the
A3PE1500 FPGA. For each event an 8-bit pattern word describes if the ADC information is
made of short data (5 bits transmitted) or long data (the full 12 bits are transmitted). Simu-
lations have shown that using this scheme one GBT per 8 channels is sufficient to transmit the
information even in the highest occupancy region of the calorimeter and at the highest lumi-
nosity, if the event to event fluctuations are averaged over a large number of events, including
events with empty proton bunches in the LHC. It has been verified that the multiplexer cells
and memory blocks of the ASPE1500 are sufficient to implement such a scheme.

A prototype of an 8 channel slice of the FE-card has been built for tests of the analogue
and digital part in 2010, and is undergoing the first tests at present. The prototype is shown
in Fig. 8.5.

8.3 Radiation issues

At high luminosity operation, the central cells of the ECAL and HCAL will receive significant
radiation doses, and their performance will deteriorate. The HCAL is essentially used for the
trigger and the requirements on its resolution are not so severe as for the ECAL. The expected
radiation will not significantly affect its present resolution. We consider hereafter only the
ECAL performance degradation. The ECAL and HCAL FE-electronics is located above the
detector. The dose expected after an integrated luminosity of 5fb™' is 1 krad in the crate
vicinity. The components will be radiation tested and chosen to cope with this level [212].
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Figure 8.5: Photograph of the first prototype of the digital electronics.

The predictions for the doses received by ECAL can be found in [212,218]. After 10fb™*,
at the innermost cells it reaches ~ 1.2 Mrad at the depth of 6-10 cm from the front face of
the detector (electromagnetic shower maximum), and is ~ 0.6 Mrad at its rear surface, where
photomultipliers are installed (see Fig. 3.10 of [212]). Most of the dose (~ 70%) comes from
hadrons.

From the point of view of radiation tolerance, the following parts of ECAL should be
considered:

e Optical elements of the calorimeter modules: loss of transparency and light yield of the
scintillator tiles and wavelength shifting fibres (WLS);

e Photomultipliers: degradation of entrance window transparencys;
e CW bases of photomultipliers: radiation damage of electronic parts.

The radiation damage of the optical elements of the modules, as well as that of the PMT
entrance window, will lead to the degradation of the detector sensitivity and energy resolution
(now Npe ~ 3000 p.e./GeV and according to test-beam measurements on a single module,
o(E)/E =10%/+/E(GeV) & 0.8 [219]).

In case of degradation above a certain limit, the innermost modules can be replaced: such
a possibility is implemented in the mechanical design of ECAL [212]. The radiation damage of
the CW bases leads to incorrect (and, in general, unstable) HV values for the PMTs.
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Figure 8.6: Simulation studies of the radiation induced module performance degradation, using
GEANT4 (see text). Shown are the peak damage versus energy for various accumulated doses (a);
the energy resolution degradation for various energies (b); the constant term degradation for various
energies (c¢). The horizontal line corresponds to a constant term of 1.5%.

8.3.1 Outcome of the previous tests

Module optics

The radiation resistance of the LHCb ECAL modules was studied during the R&D phase of the
project [220]. The most important test was carried out at LIL (LEP Injector Linac) in 2002.

Two modules were irradiated with a 500 MeV/c electron beam up to a dose of ~ 5 Mrad
at the shower maximum, which, according to the simulation, corresponds to an integrated lu-
minosity of 40 fb™'. Then the light yield and transparency of the scintillator tiles and WLS
fibres were determined by means of a radioactive source scan. The measurements were per-
formed several times from 7 to 2000 hours after the irradiation; a significant annealing effect
was observed.
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The values taken after 2000 hours annealing were used as an input to the simulation of
response to electromagnetic showers, obtained with GEANT4. For the calculation of the light
yield at intermediate doses, an exponential interpolation was used. The results are shown in
Fig. 8.6 [212]. One can see that at 5 Mrad the predicted degradation is such that the light yield
becomes 40% of that before irradiation. The degradation of the resolution consists mainly in
an increase of the constant term, showing an approximately linear dependence on the dose. At
5 Mrad the constant term becomes ~ 3% (0.8% before irradiation).

There are 32 spare modules of the inner type, which is, according to these results, enough
for the replacement of the most irradiated modules, if it would become necessary.

PMT entrance window and CW bases

The Hamamatsu R7899-20 PMTs used in the LHCb ECAL are specially designed to work
in high radiation background and their entrance window is made of special material. The
CW generator circuit is also radiation tolerant: it is designed such that it is not sensitive
to the characteristics of its active elements, and remains operational even with significantly
damaged components. In addition, the components with lower degradation rates were specially
selected [221].

In order to measure the radiation tolerance of photomultipliers and CW bases, irradiation
tests were conducted at IHEP (Protvino) in 2010. The samples were installed behind a 22 cm-
thick steel converter and irradiated by the 50 GeV proton beam of the IHEP U-70 accelerator
up to the doses of 1-2 Mrad, depending on the sample position. The duration of the test was 3
days; the parameters of the samples were then measured within a few days after the end of the
irradiation, without a long annealing period. These results can be considered as a lower limit
for the radiation tolerance.

During the test, the Hamamatsu PMT sample received ~ 1.9 Mrad, equivalent to 6 years of
operation at 5fb ™! per year; then, after 11 days, its window transmittance was measured with a
spectrophotometer and compared to the window of an unirradiated sample. In the wavelength
range from 500 to 550 nm the loss of transmittance did not exceed 5%. The conclusion is
therefore that the radiation tolerance of the PMT entrance window is sufficient to work during
the full upgrade period.

To study the radiation hardness of CW bases, three samples were installed at the beam
and powered up. The output voltage (initially ~ 950 V) was monitored during the tests and
stable until failure. The failure occurred at doses between 1.4 and 1.7 Mrad. Our conclusion
is that the CW bases of the photomultipliers are radiation tolerant at least up to a dose of
1 Mrad, which is sufficient even for the innermost cells to survive during 2 years at 5 fb~'. The
replacement of CW bases can be performed during annual shutdown periods, and 500 spare
CW bases are sufficient for the full upgrade program.

8.3.2 Future tests

Following these initial tests, there remains some uncertainty on the radiation tolerance of the
ECAL modules for the following reasons. First, the tested optical components are not of exactly
the same type as the ones finally used in the ECAL construction. Second, the irradiation was
performed in an electron beam, while in real conditions it will be mostly hadronic radiation;



144 CHAPTER 8. CALORIMETRY

this may imply a different degree of damage and a different annealing behavior. The light yield
and transmission of the optical components is affected as function of the z coordinate along
the module. Simulations are used to combine these effects with fluctuations in shower depth,
thus calculating the degradation in resolution. This simulation is a third cause of inaccuracy.
In practice, this translates into an uncertainty on when modules need to be replaced, and on
the number of required spares.

Taking into account all the facts mentioned above, it was decided to perform a new series
of tests, irradiating spare ECAL modules in a hadron beam. Two ECAL modules of inner
type were placed for irradiation into the LHC tunnel. The position (near the LHCb interaction
point, at a distance of ~ 4m along the Beam 2 direction, and at 15 ¢cm from the beam line) is
chosen such that the dose received by the test modules during the LHC operation is ~ 10 times
larger than that for the innermost modules of ECAL. It is therefore expected that by the end
of 2011 the test modules will get a dose corresponding to approximately 1 or 2 years at 5 fb™.
The situation will be reviewed after having measured the characteristics of the test modules,
which could take place in 2012-13 at the SPS electron test beam. At this point there would
still be enough time to produce extra spare modules, if necessary.

8.4 Effects of pile-up

The luminosity increase foreseen for the LHCb upgrade will lead to a large average number of
interactions per crossing and therefore to an increase of the event multiplicity. This may affect
the ECAL energy and position resolutions by shifting on average the energy measurements and
smearing the reconstructed energy and position of the clusters.

Several methods have been used to estimate the effect, and the one presented here relies
on real data recorded with the calorimeter system at 3.5 TeV. The energy is lower than that
expected for the upgrade, but the estimate is based on real data and is therefore more realistic
than simulations?.

8.4.1 Noise estimation method

The method consists in storing the signal seen by the 6010 cells of the ECAL for a large
minimum-bias data sample before zero suppression. This is possible as the LHCb electronics and
acquisition perform a compression of the data without loss of information, the zero suppression
being done at the reconstruction level. Using the raw data that are presently available, the
reconstruction is run again after relaxing the zero-suppression threshold. To generate a high
luminosity event, several minimum-bias events are piled-up by adding the ADC counts measured
for each cell of the calorimeter.

The number of minimum bias events added depends on a random number of interactions
per beam crossing given by a Poisson law as a function of the luminosity. Two quantities are
finally extracted per cell: the average number of ADC counts seen, which is a measurement
of the transverse energy (the photomultiplier gains are adjusted with a siné law in order to
provide at the trigger level an Et measurement), and the RMS of the fluctuations of this signal.

2The event pr spectrum should not change strongly with the energy, but we expect an increase of the
multiplicity of ~ 20%, according to the PYTHIA simulations, between 3.5 TeV and 7.0 TeV in beam energy.
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The ECAL cells are such that a typical electromagnetic shower is contained in a cluster of 3x3
cells. The same quantities as previously mentioned are also extracted for such clusters.

8.4.2 Results

Figure 8.7 shows the results at the maximum luminosity expected for the first phase of the
upgrade, i.e. 1033cm~2s~!. The electromagnetic calorimeter energy resolution may be expressed
as

o(B) _
I

0.0025 x RMS
Esind

10% . 0.01
TGy (Pile—up) & oo
where the pile-up contribution is extracted from the present analysis and the noise contribution
is the one measured at the pit with the present system. Notice that the ADC count being in Er,
those contributions depend on the angle of the cell with respect to the beam axis. The extra
energy measured can on average be removed, but the resolution is degraded according to the
RMS of the pile-up contribution. Table 8.2 lists the numerators of the pile-up contribution to
the ECAL resolution for luminosities ranging from 2 x 1032 up to 2 x 1033cm=2s~! and averaged
over the calorimeter cells.

1.5% & (Noise), (8.1)

L(ecm 2 0) [2x102]5x10% ] 10% |2 x 10
RMS 12 15 13 22
0.0025 x RMS | 0.030 | 0.038 |0.045| 0.055

Table 8.2: Average RMS of the pile-up contribution to the signal of the ECAL cell signal at different
luminosities. The numerator of the contribution to the resolution is also given.

L (em™?s71) 2 x 10% 1033
Resolution Total | Pile-up | Total | Pile-up
B — D*(Dy)K | 7.4% | 4.7% | 14.3% | 13.1%
B — ¢y 23% | 0.5% 2.7% 1.5%

Table 8.3: Energy resolution for two types of photon reconstruction at low (400 MeV, B — D*K)
and high (3.5GeV, B — ¢v) Er at an angle of 100mrad. The overall resolution and the pile-up
contribution are given at the present nominal luminosity and at the expected one for the first phase
of the upgrade.

The degradation on the resolution could also be viewed for two different photon reconstruc-
tions, at low and high Er, and depends on the photon angle (according to Eq. 8.1), and the
RMS of the pile-up contribution (Table 8.2). The typical Et for the channel B — D*K is
400 MeV and is around 3.5 GeV for the B — ¢y decay. Table 8.3 shows the degradation of the
energy resolution at an angle of 100 mrad (the total angular acceptance of the ECAL covers the
region 30-250 mrad), and for luminosities of 2 x 10%? and 10%* cm™2s7!. As expected, the high
Er reconstruction does not suffer from the pile-up effect. At low Er, it becomes the largest
contribution to the resolution.
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Figure 8.7: 2D maps (x and y axes are in cm) of the average signal in ADC counts (top) and of its
distribution RMS (bottom) for the 6016 cells of the ECAL. The maps are produced from a sample of
100,000 events that have been generated by piling-up real data events (see text), corresponding to a
luminosity of 10?3 cm™2s~!. The left maps show the average signal and RMS per cell, the right ones
represent the same quantities for 3 x 3 clusters, the position of the cluster on the map being the one of
the central cell of the cluster. The bottom right plot gives the pr fluctuations (in ADC counts) that we
can expect on the calorimeter surface. Multiplying by 2.5 MeV gives the corresponding information
in MeV.



Chapter 9

Muon System

Introduction

The muon system [222,13,223] is the most shielded sub-detector of LHCb and the primary
component of particle flux is less dominant than in other subsystems. Nevertheless, ageing of
detectors, their rate capabilities, the long term reliability of the present electronics and the
performances of muon identification in a high rate environment are concerns for the system
when operated with a luminosity of 103* cm=2s~!. Muon station M1 will not be needed in the
upgrade, as the improvement in the Low Level Trigger (LLT) muon momentum resolution will
be performed by the tracking stations, and the expected high rate will make it less useful.

Most of the hits recorded by the muon chambers in the stations M2-Mb are produced by
secondary particles coming from electromagnetic and hadronic showers and by the low energy
neutron background. The actual values of these components, simulated in the LHCb Monte
Carlo with safety factors, have been studied in the first year of operation of the detector. This
will be discussed in more detail in Section 9.1.

The muon system Front-End (FE) electronics is already read out at 40 MHz, as it is currently
sending data at this rate to the LO trigger, while the full TDC information is sent at 1 MHz
to the DAQ system. This scheme has to be slightly modified, in order to have a system
fully integrated with the general LHCb LLT and with the rest of the upgraded DAQ. As a
global strategy, it is planned to have a minimal set of changes for the muon system and its
FE-electronics. Details on the muon electronics upgrade are discussed in Section 9.2.

A key element for a successful running of the system at high luminosity will be a good
understanding of the high rate performance of the MWPCs and of detector ageing effects.
These aspects will be presented in Section 9.3, together with the MWPC detector operation
stability, considerations about spare chambers and ongoing R&D of large-area GEM detectors.

Finally, Section 9.4 summarizes the expectations for the muon identification performance
in the high luminosity environment.

9.1 Particle flux in the Muon System

The particle rates in the muon system are estimated on the basis of a full GEANT simulation
[224] of proton-proton interactions at the nominal LHC energy of 14 TeV and at the nominal
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Table 9.1: Deposited charge (C/cm of wire) in the most irradiated chamber after 50 fb (lef ); rates
-1

on a single FE-electronics channel (MHz) in the most irradiated chamber at 103 cm (right).
Rl | R2 | R3 | R4 R1 | R2 | R3 | R4
M2 | 0.67 | 0.42 | 0.10 | 0.02 M2 | 0.81 | 0.55 | 0.12 | 0.10
M3 | 0.17 | 0.08 | 0.02 | 0.01 M3 |0.24 | 0.11 | 0.03 | 0.04
M4 | 0.22 | 0.06 | 0.01 | 0.004 M4 | 0.09 | 0.07 | 0.04 | 0.03
M5 | 0.15 | 0.03 | 0.01 | 0.003 M5 | 0.07 | 0.07 | 0.04 | 0.02

LHCD luminosity of 2 x 1032 cm~2s~!. The simulation uses a detailed description of the LHCb
detector and the cavern hosting it. Great attention has been paid to the choice of the low
energy physics processes included in the simulation, since a large fraction of particles crossing
the muon detector have very low energy. Due to large uncertainties in the low energy spectrum
of the neutron flux, a safety factor of 5 has been applied in the calculations, which gives in
turn safety factors of 2 (M1) and 3 (M2-M5) in the total radiation dose. The same simulation
has been used to estimate the rates at the level of the FE-electronics. The deposited charge in
the chambers is estimated taking into account the particle rate per gap in the most irradiated
MWPC of each region. The charge released by a MIP crossing a gap perpendicularly is assumed
to be 0.8 pC. The results for the ageing and for the rate at the level of the FE-electronics are
reported in Table 9.1.

The simulated amount of radiation expected in the muon system has been compared with
direct measurements coming from the LHCb operation. The rates of muon hits in the various
detector regions have been measured during the 2010 run for luminosity values ranging from
10?7 to 1032 ecm~2s~!. The measured rate R is scaled for the nominal luminosity of 2 x 1032
cm 257t

The resulting values of R are found to be independent of luminosity within a few %, except
for the regions affected by back-scattering, where R also depends on the average number of
visible interactions per bunch crossing and on the LHC filling scheme. For the most irradiated
chambers in regions M1R1 and M2R1 we find 130 and 45 kHz/cm?, respectively.

In Figure 9.1 we compare the values of the average R in each region for three different lumi-
nosities with the predictions of two simulations: the Monte Carlo data previously mentioned,
produced with the full GEANT simulation in the nominal LHCb configuration at 14 TeV in-
cluding spillover, and more recent Monte Carlo data produced in the 2010 configuration at
7 TeV, not including spillover. The safety factor has not been applied to the Monte Carlo for
this comparison.

Rates are reasonably well reproduced by the simulation for the outer regions, while they are
underestimated for the inner regions and M1 by up to a factor 2, hence well within the safety
factors indicated above.

9.2 Muon System Electronics

The basic architecture of the muon electronics can be maintained for the the upgrade. From the
FE-board CARDIAC [225] to the Off-Detector Electronics (ODE) board [226] no modifications
are foreseen with respect to the current layout [13]. At present the signals from the ODE boards
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Figure 9.1: Evaluation of the average muon hit rate R for the different detector regions.

are sent at 1 MHz to the TELL1 boards [13], which will be upgraded to the TELL40 boards
to cope with a 40 MHz data rate. As described in the following, all the modifications of the
muon electronics architecture foreseen for the upgrade will be done on the TELL40 board.

9.2.1 Front-end electronics

In the current layout the signals generated on the muon chambers are digitized at the FE-level
by the CARDIAC board. The two ASICs CARIOCA [227] and DIALOG [228] mounted on
the CARDIAC boards are realized in IBM 0.25 pm technology, using specific layout techniques
(enclosed gate structures) suitable for radiation resistance up to 10 Mrad without significant
performance loss. Therefore under the conditions presently foreseen for the upgrade, the current
FE-electronics layout will be maintained.

9.2.2 Off-detector electronics

The ODE board is synchronous with the LHC clock. The 192 ODE input channels are processed
every 25 ns by the SYNC ASIC [229]. The information is sent on optical links to the L0 trigger
processor at 40 MHz, using 12 GOL [230] chips as data serializers. The information is used by
the LO trigger algorithm to generate the trigger decision (LO-yes signal). In addition a time
measurement is done for each input channel by the SYNC ASIC using a custom 4 bit TDC.
The LO-triggered events are sent to the TELL1 boards at the maximum rate of 1 MHz through
one GOL chip on the DAQ link.

The main requirement for the electronics upgrade is to process and save the data coming
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Figure 9.2: Block scheme of the muon electronics architecture in the upgrade layout.

from the detector at 40 MHz, instead of the nominal 1 MHz of the current layout. As described,
the ODE boards already process the muon detector signals at 40 MHz. For this reason no
changes are foreseen at the level of the ODE boards for the upgrade. Moreover, the L0 muon
trigger will be maintained in the upgrade as in the present configuration. Finally, all the
synchronous signals are transmitted to the ODE board with the TTCrx data format as in the
current layout [231]. The maximum trigger rate received by the ODE board is 1 MHz. However,
the LO-yes signal currently received will be upgraded to the logical AND of the foreseen Low
Level Trigger and the LO muon trigger.

9.2.3 TELL40 implementation via AMC board

The block diagram of the muon electronics architecture in the upgrade layout is shown in
Fig. 9.2. A new muon data bank to be sent to the farm is foreseen. The muon bank is created
at the LLT rate (expected up to 30 MHz) and contains the data carried by the LO-links, used
in the current layout only by the L0 muon trigger processor. Moreover, at the maximum rate
of 1 MHz also the timing data carried by the DAQ-link is added to the muon bank. The
muon bank is set up by a dedicated Advanced Mezzanine Card (AMC), to be installed on the
TELL40 board. One TELL40 board will embed 4 AMC boards, while each AMC board will be
connected to only one ODE. A block scheme of the AMC board is shown in Fig. 9.3. The AMC
board takes as input the LO-links and the DAQ-link transmitted from the ODE board with the
40 bits GOL data format. Since the LO muon trigger processor will not change with respect
to the current implementation, it must receive the LO-links as they exit from the ODE board.
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Figure 9.3: Block scheme of the AMC board.

Therefore a LO-links duplication is provided by the AMC board which outputs a copy of the
LO-links to the LO muon trigger processor. The detail of the duplication of this information is
still under study.

The second copy of the LO-links data is processed, together with the DAQ-link data, by
the programmable logic (FPGA) of the AMC board. First the data are checked every 25 ns
in order to be validated. Finally, for each triggered event, the muon bank is created and sent
from the AMC board to the farm.

9.3 Detector studies for high luminosity

9.3.1 Rate limitations of chambers and electronics

The high-rate performance of a MWPC was tested [232] using a 100 GeV muon beam superim-
posed to the 662 keV ~ flux of variable intensity produced by the 37Cs radioactive source at the
CERN-GIF. One of the main results of the test is that no evident saturation effect is present up
to the tested current density of approximately 30 nA/cm?. This value must be compared with
the one expected in the M2-M5 stations at 10%* cm™?s™!, which is below 15 nA /cm?. Therefore
we expect that no significant space charge effect will deteriorate the chamber performance.

By means of the muon beam it was also possible to study the behaviour of the Front-End
electronics in the high rate environment. The muon detection efficiency and the response time
resolution were studied as a function of the hit rate up to 1 MHz per Front-End electronics
channel. Once the detection efficiencies have been corrected for the effect of dead time (2.0 to
2.5% at 1 MHz), both parameters show a behaviour in the presence of high particle fluxes that
is very similar to the one measured without photon background. Therefore, except for dead
time effects, no deterioration is expected in the performance of the FE-electronics.
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9.3.2 MWPC tests

Extensive ageing tests were performed on MWPC prototypes at the CERN-GIF and at the
ENEA-Calliope gamma irradiation facilities [233,234]. In two tests charges of 0.25 C/cm
and 0.44 C/cm, respectively, were accumulated without any apparent loss of performance.
compared with the doses expected at 103 cm™?s™! (Table 9.1) these values suggest that most
of the chambers of the muon stations M2-M5 should sustain the dose at high luminosity.

On the other hand, HV trips have been observed in some chambers already at a luminosity
much lower than the one foreseen for the upgrade of LHCh. A careful investigation of the trips
showed that they are not related to effects on the wires, which manifest themselves typically by
sparks, but rather due to a thin film on the cathodes, which leads to self-sustaining Malter-like
currents, exceeding the trip current. Similar effects have been observed during the testing phase
of the chambers at GIF. After conditioning the chambers under irradiation, the self-sustaining
currents could be fully suppressed. More details are reported in [235].

Given this situation, it seems appropriate to investigate further about the effects seen using
the present CERN-GIF source, and later on the upgraded facility providing 10 times larger
particle fluxes. The upgraded facility should be available from 2012 onwards and will be suited
for an ageing test in which the limit of operation of this type of MWPCs is established. Based
on the experience acquired so far in operating the MWPCs, the technology should sustain an
integrated luminosity of 50 fb~1 with about 1-2% of the chambers being replaced every year,
which we consider is reasonable maintenance for such a large system.

9.3.3 R&D on GEM detectors

The overall experience with GEM chambers in the first year of LHCb operation has been
satisfactory, and most of the chambers worked efficiently. However, two chambers showed
problems, which requires further investigation.

The expertise acquired by LHCb groups [236] in the design and production of GEM detectors
has been merged into the common framework of the RD51 Collaboration [237]. This effort has
been finalized to make the GEM technology available for large area detectors. In order to
overcome the size limitation due to the troublesome alignment of the two masks, and thus
fulfilling the demand of large area foils from the GEM community, a single-mask procedure has
been developed by the TS DEM-PMT group at CERN. Large area GEMs are now available in
dimensions up to detectors for inner regions of M2-M3 and represent a possible backup solution
in case of unexpected ageing of chambers in these regions.

A characterization of the operating performance of the new GEM foils has been obtained
building a planar triple GEM chamber with an active area of 300 x 700 cm?, equipped with
20 x 25 mm? pad readout anode. A full prototype using this new technology has been built at
the Frascati Laboratory and was tested in current mode with a 37Cs photon source, showing
good uniformity and stability when compared with the standard technology [238].

9.3.4 HYV and LV systems

The HV system will be completed in the coming year in order to connect each gap of the MWPC
system to an independent HV channel. In the present layout, four gaps of R4 chambers are
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connected to a single HV channel. To increase the operational efficiency of the system and to
minimize the number of disconnected gaps during data taking, the UF/PNPI HV system will
double the number of available channels, from the current 1920 to 3840. The construction of
the modules will start in 2011, so to have the full system installed by the restart of data taking
in 2012. This will be very useful also for the operation at high luminosity, and no further
changes to the HV-system will be required for the LHCb upgrade. The high voltage systems
presently used (UF/PNPI and CAEN) are expected to stand more than 50 Gy radiation dose
in the area of the M2-M5 racks. The dose foreseen at standard luminosity in the hottest region
is approximately 20 Gy (with a safety factor of 10).

The LV system supplies electrical power to the FE-electronics (CARDIAC boards) and
to the Off-Detector Electronics (ODE system). The present LV scheme is based on Wiener
Maraton power supplies, which are foreseen to be used also in the upgrade. The higher rate
on the FE-electronics will cause an increase in power consumption of less than 10%. In the
present configuration, the hottest channels of power supplies are used at 80% of full load, and
therefore the power increase is not a major concern.

9.4 Muon ID performance at high luminosity

One of the main concerns of operating the muon system at high luminosity is related to the
capability of the detector to perform an adequate muon identification, by maintaining high
efficiency for muons and by keeping the muon misidentification (mis-ID) probability for hadrons
and electrons very low [239].

In a high luminosity environment where the average number of visible interactions per
crossing is considerably larger than one, the high number of tracks coming from multiple primary
vertices (PV) enhance the probability of mis-ID, primarily due to the number of accidental
associations to hits in the muon chambers coming from decays in flight or punch-through of
pions and kaons. This effect has been studied with the data collected between July and October
2010 in runs with an average number of visible pp interactions per crossing above 2. The muon
mis-ID probability was studied using the abundant sample of pions coming from Kg decays.
The muon mis-ID increased by a factor 2 going from events with one PV to events with >4.

However, a proper retuning of the algorithm, mostly based on tighter cuts on the association
between the extrapolated track and muon hits, recovered the performance observed in low pile-
up conditions. In particular the S/B ratio of J/¢ candidates has been studied as a function
of the number of reconstructed PV after the retuning of the Muon ID algorithm. The result
can be seen in Fig. 9.4 where the invariant mass distribution of inclusive J/¢ — puu sample is
presented for Npy = 1 and for an average Npy = 2.3: the worsening of the S/B ratio is < 15%
with an efficiency loss of < 5%, for an increase of the average number of primary vertices of
more than a factor 2.

The main sources of concern at high luminosity are the increased multiplicity of hits in
the inner regions of M2-M3 stations, where a high level of background could deteriorate the
muon mis-ID and the unknown level of spillover in the muon system at high luminosity. Both
phenomena could also influence the efficiency of the LO-muon rejection power. A detailed
evaluation of these effects on the overall performance of the muon identification is still ongoing
and will benefit from the LHC operation in 2011 at 50 ns.
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Chapter 10

Online system and Offline computing

The Online system consists of the Experiment Control System (ECS), the Timing and Fast
Control (TFC), the Data Acquisition (DAQ) and the Online IT infrastructure (OIT).

The architecture and the basic principles were described in the LHCb Online TDR [240].
They are: a unified control system for all hardware and software components required to run
the experiment, a single stage readout using a large, dedicated local area network, driven by
a central fast control system, which provides synchronous commands and timing. Wherever
possible industry standard hardware and software are used and the number of different protocols
and technologies is intenionally kept as small as possible.

Based on these principles the Online system of the current LHCb detector has been designed
and commissioned. Fig. 10.1 gives a schematic overview. In this system data are pushed from
the detector into the readout boards (TELL1/UKL1) shown at the top of the figure. The
Timing and Fast Control (TFC) system, shown in the left upper part, broadcasts a destination
address to the readout boards, which then send their data via the network, shown in the middle,
to one of the computers in the event-filter farm (EFF) shown in the bottom. The computers in
the EFF process the event data, select a small fraction of them and send these to the storage,
shown at the lower left of the figure. The EFF computers then announce themselves to the
TFC system as being available for new data, closing the cycle of data acquisition and high-level
triggering.

All components are monitored and controlled by the experimental control system (ECS)
indicated on the right-hand side of the figure.

While many components will need to be changed or upgraded, either to accommodate
the higher trigger-rate or naturally because of component obsolescence, the basic architectural
choices described here briefly have been found to be successful and will be kept for the upgrade.

10.1 Experiment Control System

A uniform control system, the ECS [241], is in charge of configuring, monitoring and controlling
both the data acquisition and the various detector elements, the classical slow control. Its
physical backbone is a large private local-area network, where all essential services such as
domain control and user accounts are replicated, respectively mirrored from the CERN domain
to ensure completely independent operation. Its logical functions are realised using a distributed
SCADA system (PVSS2) running on over 100 servers. The most important of its functions is
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Figure 10.1: The LHCb Online system as from 2009. The individual components are explained in
the text.

a behavioural modeling of any software or hardware device in the system as a finite state
machine [242], which allows for automation and uniform operation. In this manner a single
operator can run the entire experiment, assisted by a second person, who monitors the data
quality:.

Apart from obvious upgrades in the software (operating system, PVSS) the future of the
controls interfaces might necessitate new developments. In general any controls interface must
be controllable from a standard PC (personal computer). Ideally no internal cards (PCI, PCle
or similar) should be required—this allows virtual machines to be used. Virtualization will
be important as the overall load on the control system is not expected to grow as much as
the power of individual servers. The integration of the GBT [132] as a controls interface will
need to be done, and it could in principle replace the SPECS [243] protocol currently in use
for electronics in radiation areas. New or modified detectors will need to be integrated, but

can build on the experience gained to date, and (partially at least) on the use of the existing
frameworks.
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10.2 Timing and Fast Control

Synchronous, fast signals such as the trigger decisions and the clock are transmitted by the
Timing and Fast Control System (TFC) [244] which physically is implemented around the
optical, radiation-hard TTC (Timing, Trigger and Control) technology developed for the first
generation of LHC experiments. The TFC protects the fixed-latency buffers of the LHCb
hardware trigger (LO) and allows other elements in the system to protect their buffers from
overflow by sending a throttle signal.

Furthermore in LHCb, unlike the other LHC experiments, the TFC system is also used to
regulate the data-flow by assigning destination addresses in the event-filter farm to the readout
boards. This is implemented using custom-made FPGA based electronics.

While the basic principles are kept, the full readout at 40 MHz, and consequently the new
readout architecture and technologies, requires a complete redesign of the TFC hardware and
a redesign of the readout control functions.

The details of the TFC upgrade are described in [245] and in Chapter 4. In place of the
current system of Readout Supervisors, switch modules, and optical encoder/transmitter mod-
ules, the new TFC system will contain a single TFC multi-master with an internal switch fabric
to support the possibility to run autonomously any set of sub-systems in parallel for commis-
sioning, calibration and test purposes. The TFC multi-master incorporates interfaces towards
the LHC RF system, the LHC beam-synchronous timing and control, and the new Low Level
Trigger (LLT) sub-triggers. During global data-taking, only one sub-master drives the readout
electronics of all sub-systems by transmitting control and reset commands, including special
commands for calibration and non-zero suppressed readout. In order to optimize the readout
band-width, protect against data congestion, and allow flexibility during the commissioning
phase, the TFC master incorporates a readout rate control which is based on the LHC collision
scheme, the LLT and buffer status information collected from TELL40 boards.

An interface board in each TELL40 crate assures the connection with the Front-End elec-
tronics via the GBT link and the fan-out/fan-in requirements towards the Back-End modules.
The TFC interface board will also incorporate optional TFC master logic such that it can be
used to drive a test bench or a local test during installation.

The aim is also to maintain the interface towards the current TFC distribution network
in order to support the current trigger and readout electronics in parallel during the upgrade
phase. If the DAQ will employ a push-architecture, as in the current system, the TFC master
will drive the DAQ by transmitting to the Back-End modules the destination identifier of the
farm node to which the next batch of events should be sent.

Similar to the TELL40, the TFC multi-master will have output links towards the event-filter
farm in order to transmit a TFC data bank for each event, which is appended to the event
during the event building. It will contain information about the identity of the event, UTC
time, event type, trigger information etc. Since the TFC master holds all the global information
about the data taking and trigger, it will also produce running and performance statistics, and
online luminosity.
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10.3 Data Acquisition

The data acquisition of the current experiment is based on Gigabit Ethernet and a push-
architecture, where data are buffered in the network devices [246]. The readout-boards
(TELL1 [247]) are connected directly to a core-network, which provides the necessary buffering
to cope with the massive inrush of packets from these boards. The boards push the data as
soon as they receive a destination, which happens at the same moment, since the TFC system
synchronously assigns this information. Several triggers are coalesced and sent to one of 1350!
servers in the event-filter farm. Events are re-assembled there and distributed to worker-threads
which run the trigger algorithms. An adjustable fraction of the events, nominally 2 kHz, is re-
tained and written to a high-performance storage system, consolidated into files and then sent
on to the Tier-0 at CERN/IT.

Keeping the basic architecture of a single stage read-out over a dedicated local area network,
in the following the key characteristics of the upgraded DAQ will be described.

10.3.1 Network

110 TELL40 boards as introduced in Chapter 4 will generate a raw input data rate into the
TELL40s of roughly 34 Thit/s. Since the events are zero-suppressed in the front-end, in this
chapter no significant data-reduction in the TELL40 boards is assumed. In this sense the
numbers in the following are worst-case. Assuming 10-Gigabit/s links, as is the case for 10-
Gigabit/s Ethernet, we arrive at 5280 10-Gigabit/s links into the DAQ network assuming a
link-load factor of about 0.7.

The baseline technology for the readout-network is 10-Gigabit Ethernet. An alternative
readout based on Infiniband is also studied. Infiniband offers higher link-speed and switches
are very cheap however it potentially requires more buffering in the TELL40 boards.

Full connectivity between the event-filter farm nodes is not required so the network can be
split into several smaller networks (“slices”), where each TELL40 board is connected to every
slice. This is ideal for staging the deployment of the readout network and the farm. Several
readout-networks and farms will thus be operated in parallel, as has been demonstrated by the
CMS experiment. This is made easily possible in LHCb as the TELL40 boards must have many
outputs to cope with the traffic. Each output link (or group of output links) is connected to
an independent readout network, with its own farm attached, as shown in Fig. 10.2.

A single slice can then be implemented either using a monolithic core-router as is done in
LHCb today or as an aggregate of smaller (and cheaper) switches. The choice between these
two solutions is subject to R&D to demonstrate the technical feasibility and will ultimately be
based on the overall cost and performance.

It is not clear that a push-protocol will be maintainable at the data-rates in question and
so pull architectures (and more generally traffic-shaping methods) will be studied as well. This
requires significant buffering on the TELL40s. Details on readout protocol studies and possible
network architectures can be found in [248].

IStatus at the end of 2010.
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Figure 10.2: Upgrade readout-network with eight slices (and eight independent event-filter farms).

10.3.2 Farm

The event-filter farm will need to grow significantly. Assuming that Moore’s “law” will continue
to hold, this will give a factor 7 to 8 increase in performance of a single node over the roughly
seven years until the upgrade is installed. Moreover the current installation at in UX85A (at
Point 8 of the LHC) is limited in cooling power, space and electrical power. On the timescale
of the upgrade a farm sufficient for a LLT rate of 5 MHz can easily be housed in the current
farm location at Point 8. Higher LLT rates would require additional CPU power elsewhere, or
an upgrade of the facilities in UX85A.

10.3.3 Storage

The storage system already today can store more than 1 GB/s, far beyond what is required.
Experience has shown that peak-loads can be much higher than average and that it is important
to be able to evacuate the large buffers in the farm very quickly (which requires fast storage).
Assuming a worst case scenario of 20 kHz to storage of events of 100 kB size a system which
can handle 4 GB/s is required (to be able to write and at the same time read the data for
checks and copying to the Grid). This capacity can be easily acquired at moderate cost, even
today.

10.4 Online IT Infrastructure

The Online IT infrastructure consists of servers for general purpose work, terminal stations,
data-bases and all services required for an independent running of the Online system at Point
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8. Apart from usual modernization no changes are foreseen. To ease management and reduce
administration and hardware cost the virtualization program already started for the experiment
will be continued and extended. Operational experience has shown that there is a significant
need for general purpose CPU power for “non-standard” calibration jobs and quick analyses
which are currently done on a small dedicated online cluster. This facility will need to be
maintained and extended.

10.5 Offline Computing

The resources required for offline computing, described in [249], will need to grow with the
amount of data produced by the upgraded LHCb.

An HLT output rate of 20 kHz, with a raw event size of 100 kB, corresponds to an instan-
taneous data rate of 2 GB/s to offline storage, similar to the Alice data rate during heavy-ion
running. The LHCb data recording capacity at CERN-Tier0) must be upgraded to accommo-
date this rate. With 5 x 10° seconds per year of data taking, the storage requirement for two
copies of the raw data is 20 PB/year. We assume that improvements in the reconstruction
program will allow us to reconstruct events in the upgraded detector (at 14 TeV centre-of-mass
energy, pile-up p = 2, with spillover from adjacent beam crossings) in about the same time as
events taken in 2010 at 7 TeV, u = 2, without spillover, i.e. 25 HepSpec06 (HS06) seconds per
event. In order to keep up with the 20 kHz event rate, the prompt reconstruction requires a
CPU capacity of 250 kHS06 (about 25,000 cores in 2010) if one accepts that the reconstruction
results become available after a time which is twice the duration of the corresponding physics
fill. This is roughly 12 times the capacity available to LHCb at CERN-Tier0 in 2010. If the
reconstruction adds 100 kB/event (compared to 60 kB in 2010), each reconstruction pass will
produce 10 PB per year to be kept on tape; with a stripping reduction factor of 10 (as in
2010), the raw+reconstructed data reduces to 2 PB of stripped DST per year. If we assume
one full reprocessing per year and a minimum of two copies for each dataset, we estimate a
disk storage requirement for DST of 8 PB/year. Further data reduction is required to produce
datasets whose size is manageable for end-user analysis. If one wants to produce datasets of
comparable size to that expected in 2011, a further reduction of a factor 10 would be required
in the stripping.

We expect that resources for reprocessing, stripping and end-user analysis will continue
to be provided outside CERN and we envisage that the necessary network capacity will be
provided by the natural evolution of the OPN and national networks. The factor 10 increase in
trigger rate leads to a corresponding increase in the global CPU requirements. The increase in
disk requirements, taking into account the bigger DST event size, is a factor 15, but this could
be reduced if a more aggressive stripping strategy can be achieved.
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Simulations

Full simulation software for the present LHCb detector provided a starting point for simula-
tions of the upgraded LHCb detector. Monte Carlo data were generated for luminosities of
up to 10 times larger than the design luminosity of the existing detector. Each sub-detector
was inspected for increase in occupancy. Since the present MC has been proven to somewhat
underestimate occupancies in certain subsystems, we stretched the range of luminosities cov-
ered by the upgrade MC to values higher than the upgrade luminosity goal. Deteriorations
in reconstruction efficiencies and HLT timing were also measured. These exercises identified
bottlenecks in the present detector layout, in addition to those already known from readout
electronics and radiation tolerance. Furthermore, real LHCb data taken with beam conditions
producing a large number of primary interactions per crossing offered more insight into the
present limitations. Overcoming these limitations is an iterative and on-going process.
Various upgrade options are often first investigated with simplified stand-alone simulations
or private modifications of the public LHCb software. The selected options are being put under
more scrutiny. We are working towards full simulation of a complete upgraded detector. We
chose to implement the upgrade as an option to the existing LHCDb software applications, rather
than starting new ones. This way the upgrade software stays up to date with rapidly evolving
software for the existing detector. Improvements being implemented for the MC generators and
in the sub-detector modelling automatically propagate to the upgrade software. The existing
software applications (Gauss, Boole and Brunel) were designed to be modular [249]. The
upgrade simulations exploited and improved this structure. The existing sub-detectors can
be replaced by their upgraded versions in the configuration phase. As part of official LHCb
software releases, the upgrade software gets automatically distributed over the LHC Computing
Grid, which allows generation of large statistics data samples via normal production procedures.
Our first implementation of the upgrade option in the LHCb software was based on changes
which could be implemented without major modifications of the detector geometry definition
and reconstruction software. We call this model the “Minimal Upgrade Layout”. The thickness
of the RF foil inside the vertex detector was cut in half, as indicated by the preliminary upgrade
design studies. We generated MC data with and without aerogel radiator in RICH-1. Lighter
beam-pipe supports in the magnet region were implemented. Positions of Inner and Outer
Tracker (IT/OT) in each T-station were swapped to decrease occupancy in the OT straws.
The OT gate was changed from 75 ns to 50 ns assuming better time alignment of individual
channels. All silicon detectors were assumed to sample the signal in each strip at 40 MHz. A
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Figure 11.1: Reconstruction efficiency for B; — ¢¢ for the present LHCb detector (the point on the
left), and for Minimal Upgrade Layout simulations for the various luminosities (the points to the right
of the vertical bar). The luminosity labels on the horizontal axis are given in units of 1032 cm=2 s~1.

model of spill-over subtraction taking advantage of this rapid sampling rate was implemented.
For the IT it was sufficient to subtract a fraction of a pulse from the previous bunch crossing.
For VELO and T'T we also subtracted a fraction of the pulse seen in the next bunch crossing.
The spillover subtraction reduced the occupancy at a luminosity of 2 x 1033 cm=2s~! and 25 ns
bunch-crossing spacing by 22%, 42% and 20% in VELO, TT and IT, respectively. The remaining
spillover contributions are 3%, 7% and 4%, correspondingly. The same reconstruction software
was used as applied to the real LHCb data.

From these simulations we learned that while the Inner Tracker occupancy would be well
under control even at 2 x 103 cm™2s7!, the OT occupancy becomes a limiting factor for
luminosities above 1 x 1033 cm=2s~!. This is illustrated in Fig.11.1, in which the reconstruction
efficiency for By — ¢¢ is plotted as a function of the luminosity. The rapid deterioration at
the highest luminosity was traced to a loss of hits in the Outer Tracker, since only the first hit
in a straw can be recorded within the 50 ns readout gate.

Work to replace the existing VELO detector (based on R- and phi-strips) with a pixel
detector in the full simulation is fairly advanced. The geometry of the most recent design has
been implemented as illustrated in Figs. 11.2 and 11.3. Charge spread in the sensor is taken
from the existing VELO software and produces results which are in good agreement with the
TIMEPIX test beam results (see Fig. 11.4). A more sophisticated charge-spread simulation
is also pursued, which will allow better understanding of possible radiation damage effects.
The detector dead-time and time-walk effects are simulated. An idealized read-out chain and
temporary raw data formats are used. A realistic read-out chain is being studied in stand-alone
simulation by taking individual pixel hits from full simulation for input. The pixel hits have
been integrated with the existing track fitting software. So far, we have been using idealized
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pattern recognition using MC truth information. Real pattern recognition algorithms are being
developed in order to evaluate gains from the 3-dimensional nature of the pixel hits in the track
reconstruction, as are used in the current trigger and offline analysis (the simulations presented
above and in the other chapters are based on the existing strip vertex detector and the true
pattern recognition used on the real data). Comparison between upgrade simulations with the
present VELO detector and VELOPIX shows that similar momentum, vertex and direction
resolutions are expected as illustrated in Figs.11.5 and 11.6.

Implementing changes in the other sub-detectors in full simulation is as yet subject to
working-out design details. Full simulation of all of the upgraded sub-detectors is in progress.

Figure 11.2: (z,y) view of the pixel station as implemented in LHCb upgrade simulation (based on
GEANT4 [250]). The left half-plane shows the layout of the VELOPIX chips on the L-shaped sensor.
The support structure is also shown.

Figure 11.3: 3D view of the RF foil as implemented in the LHCb upgrade simulation. Three selected
sensor planes together with the mechanical support are also shown.
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stations behind the magnet) for the upgrade simulation, between the VELOPIX detector (red points)
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Conclusion

The LHCb experiment is currently taking data successfully at the LHC. After the experiment
has run for about five years at its design luminosity it is proposed to upgrade the experiment
to run at higher luminosity. The upgraded detector is planned to be installed in the second
long shutdown of the LHC machine, that is foreseen in the second half of this decade. Since the
LHCD detector is spread out along the beam line, it is possible to work on several detectors at
the same time, so that the total time for disassembly of the existing components and installation
of the new ones is minimized. Nevertheless, in the first long shutdown we intend to do as much
of the infrastructure work as possible in order to speed up the eventual installation.

The main focus of the upgrade is to increase the read-out of the experiment to 40 MHz,
so that the increase in luminosity can be exploited with an improved trigger. All detector
elements are needed to achieve full performance with the 40 MHz readout. A staging strategy
has been developed that will allow individual elements to be installed when received and when
installation time is available, so that experience can be gained in running them. This will be
achieved by reading out all the detectors at the current 1 MHz readout rate, even if they have
40 MHz capabilities, until the upgrade installation is complete. The TORCH detector could
be installed later if it is not available on time, with some impact on the particle identification
performance at low momentum. R&D has started to verify the feasibility of this and other
detector developments.

The physics case for the LHCb upgrade points to the compelling necessity for the experiment
to measure the effects of any new particles seen by any of the LHC detectors. Such New Physics
will require thorough study to identify and classify, and the upgraded LHCb would be the ideal
experiment to perform this task using flavour physics observables, especially since B, decays are
an important element of this work. The forward geometry, particle-identification capabilities
and flexible trigger of the upgraded detector will also give LHCb unique and complementary
capabilities in important topics beyond flavour physics.

That LHCb has taken data and demonstrated its abilities even under the challenging cir-
cumstances of many interactions per crossing, and is at a machine that will provide the needed
luminosity, points to the LHCb Upgrade as being a golden opportunity for high energy physics.
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