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Resumo

A tese aqui presentada estad baseada na analise de datos do experimento
DIRAC (Dimeson Relativistic Atom Complex) do CERN (Laboratorio Eu-
ropeo de Fisica de Particulas).

O obxectivo de experimento DIRAC non é outro que a determinacién
da vida media do estado fundamental do atomo pidnico ou pionium, T,
formado por un pién con carga eléctrica positiva 7 en un pién con carga
eléctrica negativa 7~ cunha precisiéon mellor ca un 10%. O inverso da vida
media esta directamente relacionado co cadrado da diferencia entre as lonxi-
tudes de dispersion de isospin 1=0 e 1=2 a través dunha relacién moi exacta:

1
Fls = — = C’|a0 - 0@‘2 (1)

T1s

Como se vera nesta tese, a vida media vai ser medida cun 7% de precision,
mellorando as expectativas orixinais do experimento, e que nos levara a medir
|ag — as| cun 3.5% de precision.

A Teoria de Perturbaciéns Chiral (CHPT) foi creada para estudia-la Cro-
modinamica Cuantica a baixa enerxia. Esta teoria predice unha vida me-
dia para o pionium 11, = 2.9 £ 0.1 fs e un valor para |ag — as|m, de
0.265 4 0.004, onde m, é a masa do pién cargado.

DIRAC sup6n unha proba para a Teoria de Perturbaciéns Chiral, pois
unha discrepancia entre o experimento e dita teoria levarianos a dicir que a
CHPT non se comporta correctamente.

A determinacién de 7y, é posible debido 6 cofiecemento da relacién entre
T1s € a Probabilidade de ruptura (Pg,) do atomo no branco en cuestién
(neste caso un branco de Niquel de 98 micras de grosor) sacada mediante a
utilizacién dun método de Monte Carlo gracias 6 preciso cofiecemento das
seccions eficaces de interaccion do atomo co branco. A Pg, € a cantidade que
se pode medir directamente en DIRAC. Esta Ppg, depende das caracteristicas
do branco asi como da enerxia do feixe de proténs incidentes no branco, pero
tanto 71, coma |ag — az| son cantidades constantes que non dependen da
situacién experimental.

O método utilizado por DIRAC baséase na deteccién de pares de pidns
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procedentes da ruptura do pionium no branco tras interaccionar cos nicleos
dos atomos de Niquel deste e que chamaremos Pares atémicos (AT). Estos
pares de pidns son moi caracteristicos posto que salen do branco cun angulo
moi pequeno, menor ca 3 mrad e cun momento relativo (@) no sistema
de centro de masas (CMS) tamén moi pequeno, menor ca 3 MeV/c. Esos
pares de piéns son detectados, no espectro de (), sobre un fondo de pares
de pidns con distintas caracteristicas:

e Pares Coulombianos (CC). Son producidos na mesma colisién protén-
nacleo trala fragmentacién de resonancias de vida media curta e posien
interaccién de Coulomb no estado final.

e Pares Non Coulombianos (NC). Producidos na mesma colisién protén-
nicleo onde polo menos un dos piéns ven dunha resonancia de vida
media longa. Estos pares non posten interaccién de Coulomb no es-
tado final.

e Pares Accidentais (AC). Producidos en diferentes colisions protén-
nicleo. Non tefien interacciéon coulombiana no estado final.

Para poder ve-los pares atémicos sobre o fondo de CC+NC+AC foi nece-
sario a construccién dun espectrometro de dobre brazo con moita precision
na media do () dos pares. A resolucién do espectrémetro é duns 0.5 MeV/c
no momento relativo lonxitudinal no sistema centro de de masas (Q) e
duns 0.1 MeV/c para o momento relativo transversal no sistema de centro
de masas (Q7). Un feixe de proténs de momento 24 Gel//c lanzase con-
tra o branco de Niquel de 98 micras e tra-lo branco atépanse os detectores
MSGC/GEM (Camaras de Micropistas de Gas), cunha resolucién na posicién
dunhas 60 micras, e os detectors SFD (Detectores de Fibras centelleantes),
cunha resoluciéon dunhas 120 micras. Estos dous detectores son usados para
o sistema de trazado, sendo o MSGC/GEM o encargado, en dltima instan-
cia de medi-lo angulo entre particulas, quedando a SFD relegado a un uso
de selecciéon de trazas, e non é utilizado na medida da posicién. Despois
destos dous detectores atdpanse situados os IH (Hodoscopios de lonizacién)
que serven para separar pares de particulas a moi baixo angulo cando non



puido ser resolto polo sistema MSGC/GEM-SFD mediante a esixencia de
doble ionizacién. Tra-lo IH esta situado o iman, cuxo campo magnético se
cofiece com moita precision, o cal & necesario para calcula-lo momento das
particulas no sistema de laboratorio. Despois do iman estan as DC (Camaras
de deriva) para reconstrui-las trazas despois deste, e os VH e HH (Hodosco-
pios Verticais e Hodoscopios Horizontais) os cales son usados no sistema
de seleccion de sucesos e que tefien unha resolucién duns 170 ps. Serven
para discriminar sucesos que vefien de distintas interacciéns protén-niicleo.
E por altimo atépanse situados os CH (Contadores Cherenkov), PSH (De-
tectores de Precascada) e os MU (Detectores de muéns) que serven para
discrimina-los electréns no caso dos dous primeiros e os mudéns no caso dos
altimos.

Para calcula-la Pg, é necesario o cofiecemento coa maior precision posible
do nimero de dtomos e o niamero de Pares Coulombianos para un corte de
momento relativo dado. Para obter estas cantidades creouse un programa
chamado GEANT-DIRAC e que se basa en GEANT, no cal se describe a
xeometria do espectrémetro. Aparte deste programa xenéranse pares de
pidns coas caracteristicas cinematicas dos catro tipos de pares de pidns vistos
antes (AT,CC,NC,AC), e fanse pasar polo c6digo de GEANT-DIRAC para
simula-la aceptancia do espectrometro. Estos catro tipos de Monte Carlo
son utilizados para, mediante unha combinacién lineal substrae-lo namero
de atomos e namero de Pares Coulombianos, cantidades que se usan para
determina-la Ppg,., e que nos leva directamente 4 medida da vida media.

Na actualidade existen dias determinaciéns de 71, no experimento DIRAC
como resultado da analise dos datos correspondentes é ano 2001, unha na
cal se utilizou toda a informacién dos detectores do espectrémetro de DIRAC
e que se corresponde co resultado final de memoria de tese de Otén Vazquez
Doce, obtendo 7, = 2.58 *035(stad) *01}(sist) fs e outro no que os de-
tectores MSGC/GEM foron deixados féra do proceso de creacién e seleccion
de trazas, no que se obten 7y, = 2.91 7033 (stad) T015(sist) fs onde tanto
0s erros sistematicos coma os estadisticos son maiores, os primeiros debidos
principalmente a un maior descofiecemento da dispersién mdaltiple dos piéns
6 paso polos detectores situados entre o branco e o iman. E os segundos de-
bido & utilizaciéon dun método de axuste que claramente da peores resultados
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xa que ambalas dlias mostras de datos son practicamente iguais.

Nesta tese incliense na analise os datos correspondentes 6 periodo dos
anos 2002 e 2003, o cal por si mesmo nos leva a mellorar de forma apre-
ciable o erro estadistico, pero tamén se fai unha analise mais profunda dos
erros sistematicos, como por exemplo o cofiecemento da contaminacién de
pares KK~ dentro da mostra de 7" 7~, asi como a capacidade de poder
discriminar correcciéns debidas 6 tamaiio finito dos nicleos do branco.

Para chegar 6 resultado final foi necesario pasar por unha serie de pasos
intermedios, como foron o alineamento dos Detectores de antes do iman, o
estudio da eficiencia e comportamento do SFD utilizando o MSGC/GEM, o
estudio da dispersion multiple nos detectores de antes do iman, un preciso
estudio da contaminacién de kaéns na mostra de pi6ns e finalmente a analise
da vida media utilizando datos do 2002 e 2003 por un lado e coa mostra
completa, sumando os datos recolleitos no 2001 e que nos leva finalmente
as conclusions.

O alineamento dos detectores de despois do iman foi feito mediante un
método iterativo. O programa ARIANE utilizase para o proceso de recon-
struccién de sucesos. Para comezar, definese o concepto de residuo (para
os detectores MSGC/GEM e SFD) como a diferencia entre a extrapolacién
dunha traza dada sobre o plano en cuestién e a sinal dese plano asociada
a dita traza. O método tratase de move-la orientacién dos detectores e a
posicién dun dos bordes ata que as distribucions de residuos estén centradas
en cero en que a anchura de dita distribucién sexa minima. Isto conséguese
e ademais moéstrase a posicion calculada do feixe de proténs como resultado
da extrapolacién das trazas usadas ata o plano do branco.

Para estudia-la eficiencia do detector SFD o que se fai é seleccionar trazas
reconstruidas co sistema MSGC/GEM-SFD e borra-las sinais do plano en
cuestion do detector SFD. As trazas reconstruidas son extrapoladas a dito
plano e no entorno biscase pola existencia de sinal. Desta forma podemos
facer un estudio da probabilidade de atopar 0,1 ou 2 sinais para cada par
de trazas. O estudio realizase comparando os resultados atopados nos datos
con varios tipos de Monte Carlos no que se cambiaron varios parametros da
simulacién tales como eficiencias dos detectores e multiplicidade de sinais en
cada plano. Como resultado final atépase que o SFD ten unha eficiencia de



practicamente un 98%.

O estudio da dispersién multiple nos detectores situados antes do iman
realizase tamén utilizando o sistema MSGC/GEM-SFD. Neste caso tratase
de averiguar se a cantidade de materia que hai na simulacién de GEANT-
DIRAC é ou non correcta. Utilizando ARIANE para reconstrui-las trazas,
extrapolamos estas ata a posicién do vértice e calculamo-a distancia entre
amba-las daas. Deste xeito obtemos unha distribucién para datos reais e
outra para o Monte Carlo GEANT-DIRAC. Mediante unha analise depen-
dente do momento vemos como a anchura da distribucién do Monte Carlo
é un 15% menor, o cal nos leva a afirmar que a cantidade de materia dos
detectores de antes do iman esta subestimada en GEANT-DIRAC nun 15%
cun erro dun 1%, o cal & un logro moi importante dentro do experimento
dado que en principio se cria que este ia ser un dos erros sistematicos mais
importante e finalmente se demostrou que é practicamente nulo. Fixose un
estudio dos cambios na distribucién debido a variaciéns no procedemento de
axuste das trazas, nas distribuciéns de carga nas MSGC/GEM e tamén na
multiplicidade de sinais neste detector e no SFD, o que demostrou a fiabili-
dade da medida. Finalmente, calculamo-la anchura do feixe de proténs tanto
na proxeccion X coma na Y comparando as distribuciéns para datos acci-
dentais e non accidentais, xa que ambas distribuciéns discrepan polo feito
de que a anchura dos pares accidentais ven dada por tres factores, como son
a resolucién dos detectores, a dispersién maltiple neles e a anchura do feixe
de proténs, mentres que para os pares non accidentais sé os dous primeiros
contribien xa que os dous pidns veiien do mesmo punto matematico de-
bido a que proceden da mesma interaccion protén-nicleo, e en cambio os
accidentais non.

Finalmente, e antes de entrar na anélise directa da vida media, fixose
un estudio da contaminacién de kaéns en DIRAC. Para empezar utilizouse
a informacién dos detectores VH para encontrar pares K7 debido a que
particulas mais pesadas tardan mais en chegar ata os VH. Observouse que a
cantidade de K7~ & maior que a de K~ 7" en mais dun factor 2. Despois, e
utilizando os datos reais dos anos 2001, 2002 e 2003 usouse toda a informa-
cién de tempos dispoiiibles na SFD, IH e VH para poder calcula-los tempos
de voo das particulas dende a zona de antes do iman ata a zona de despois
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do iman e poder traducir estos tempos a masas cadradas e atopa-la sinal de
pares KK ~. Para chegar a este obxectivo utilizaronse dous métodos, nun
dos cales se utilizaban tédolos tempos para ser promediados, e outro onde
os tempos dos IH se utilizaban como veto para limpa-la sinal de KK ~.
Ambolos dous métodos dan un resultado moi compatible e que finalmente
nos leva a afimar que a contaminacién de K™K~ sobre a mostra de 77~
a un momento de 2.9 GeV/c é de 2.38 x 1073. En DIRAC existen datos
seleccionados para ver pares p/K~ procedentes do A(1116) e que seleccio-
nan pares de particulas con momentos moi distintos (a particula negativa
ten un momento do orden de 4 GeV/c mentres o da positiva é da orde de
2 GeV/c). Esta diferencia de momento permitenos utiliza-la diferencia de
tempo entre os detectores de antes do iman e os VH para encontrar pares de
particulas de mesma masa, neste caso pares K+ K~ e desta maneira obter un
segundo punto da contaminacién de KK~ sobre #*7~ a alto momento.
Tanto a contaminancio de pares K7 como a de pares KK foi calculada
usando o Monte Carlo UrQMD amosando un gran acordo, non tanto na can-
tidade, pero si na derivada con respecto 6 momento. Para finalizar tamén
foi posible, elixindo os cortes apropiados nas masas cadradas calculadas coas
diferencias de tempo entre os IH e os VH, atopar unha sinal K~ p ainda que
neste caso non se calculou a contaminacién en relacién a cantidade de pares
7T~ posto que estos pares non tefien influencia na mediade de DIRAC.

E para finalizar realizouse a analise para os datos do 2002 e 2003 e depois
integrouse coa mostra xa analizada do 2001. Desta maneira, atoparonse un
total de 17005 pares atémicos producto da ruptura do atomo no branco,
cuxo espectro de ionizacién foi determinado con precisién nas proxecciéns
transversa e lonxitudinal do momento relativo no centro de masas.

A vida media do estado 1s do pionium foi determinada para a mostra
completa de datos, resultando ser 7, = 2.58 7012 fs usando un método de
extrapolacién 4 zona na que se atopan os pares atémicos e sen facer ninguha
presuncién sobre a fisica das colisiéns proton-Niquel.

Debido & existencia dun calculo riguroso en QCD e QED, a vida media do
pionium foi convertida nunha medida dun 3.5% da diferencia nas lonxitudes
de dispersion de Isospin 0 e 2, 070

ag — az| para o proceso 7t~ — 77Y no
umbral, co resultado de |ag — as|m, = 0.279 £ 0.010.



Chapter 1

The DIRAC Experiment

1.1 Introduction

The DIRAC experiment [1] aims to make a precision measurement of the dif-
ference between the isoscalar ay and isotensor ay S-wave scattering lengths.
There exists a precise (1.5%) relationship, accurate to next-to-leading order
in the quiral expansion of QCD and QED, between |ag — ay| and the lifetime
7 of the 1s 7™ 7~ (pionium) bound states : 1/7 = Clag — az|* [2]. In order
to determine |ag — az| down to , for instance 5%, the lifetime has to be mea-
sured with 10% accuracy. On the other hand, pion scattering lengths have
been calculated in the framework of Chiral Perturbation Theory (CHPT) with
at least the same level of accuracy [3], and for this reason DIRAC represents
an important test to validate or disprove this theory. Should CHPT have to
be abandoned, and a generalized CHPT be adopted [4], the physics conse-
quences would be far-reaching, specially in what concerns the QCD quiral
gq condensate, which rules QCD spontaneous chiral symmetry breaking in
vacuum. In fact, this parameter also plays an relevant role in cosmological
models.

As we shall see in this thesis, the experimental measurement by DIRAC
actually exceeds the anticipated level of precision, and reaches 3.5% in the
S-wave scattering length difference, improving the previous DIRAC results

[5] [6] [7].

11



12 CHAPTER 1. THE DIRAC EXPERIMENT

1.2 Chiral Perturbation Theory and QCD

The Standard Model (SM) comprises our understanding of the strong and
electroweak interactions. The strong part of the SM, quantum chromody-
namics (QCD) exhibits two distintc features, asymptotic freedom and colour
confinement. At large momentum transfer ( @ > 1 GeV/c), QCD is essen-
tially a perturbation theory and it has been tested in many reactions. In this
region, quarks are considered massles, and then the QCD lagrangian is invari-
ant under the Chiral SU(2) x.SU(2)g transformations, or SU(3), xSU(3)r
if we also consider the strange quark mass m, negligible. On the other hand,
the observed hadron spectrum with no mass degenerate hadron multiplets
with opposite parity, suggests that the ground state of the theory is asym-
metric under the action of either of these two groups. This phenomenon,
which is due to non-zero vaccuum expectation values of gg quark operators,
is known in the literature as spontaneous breakdown of chiral symmetry. It
plays a role in QCD similar to that of the Higgs field in the electroweak
sector, that also spontaneously breaks the electroweak gauge symmetry.

Because the broken symmetry is continuous, there exist three (in the
case of SU(2)) massles pseudoscalar particles in the spectrum, or Goldstone
bosons. The three lightest hadrons 7+,7=,7" indeed are pseudoscalars but
they are not massles as Goldstone bosons are. This is attributed to the
fact that the full QCD Lagrangian is not chiral invariant, since quark masses
break the SU(2)., x SU(2) g symmetry and the pions appear with mass m, ~
135MeV/c.

Chiral Perturbation Theory (ChPT) was created by S. Weinberg [8] and
since then it has been converted into a very powerful tool [9] [10] to de-
scribe the low energy region (low momentum transfer, @ < 100MeV/c)
for hadron interactions. ChPT is an effective theory formulated in terms of
the physical pion fields instead of quark and gluon degrees of freedom. It
is mathematically equivalent to QCD and it provides a systematic way to
evaluate S-matrix elements at low energies.

Excellent reviews of ChPT can be found for example in references [11]
[12].
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1.2.1 77 scattering

Pion-pion scattering has allways been a main testing ground for ChPT, be-
cause it directly handles the behaviour of the Goldstone bosons, which are
the essence of the theory. Rather than trying to review here the extensive
literature on the subject, we focus on a recent contribution by H. Leutwyler
[13], which summarizes the status of our knowledge of the s-wave isospin
scattering lengths ag and as, both from the theoretical and experimental
points of view. It is illustrated in figure 1.1, borrowed from this reference.

The corrections to Weinberg's low energy theorems [14] for ay and ay
(see left dot in figure 1.1) have been worked out to first non-leading order
[15] (middle dot), and those of next-to-next-to-leading order are also known
[16] (dot on the right). When the chiral perturbation series is matched to
dispersive representations of the amplitude arising from low energy theorems,
very accurate predictions for the scattering lengths are obtained [15] (see the
small ellipse in figure 1.1).

In most production experiments, the two pions in the final state are ac-
companied by other hadrons, which often makes the analysis model-dependent.
Some exceptions to this case are e*e” — 7t7~, 7 — vaw and K — evnm
(K4e,)- In the latter process the K — mm form factors allow a measurement
of the phase difference between s and p waves, 63 — d;. The ellipse labelled
E865 [17] in figure 1.1 shows the constraint imposed on ag and ay by the
Ky, data collected at Brookhaven.

Some improvements are obtained when the latter data and other from
various hadron experiments are combined in a model-independent analysis of
the 77 partial-wave amplitudes using dispersion relations. The area labelled
PY in figure 1.1 shows the results of this analysis [18] when projected onto
the (ag, az) plane. Also shown in figure 1.1 are the two ellipses corresponding
to 1o and 20 contours from the analysis of authors in reference [19].

A new player in the field was incorporated after the brilliant idea by
N. Cabibbo [20] of utilizing the cusp observed by the NA48/2 experiment
at CERN in the decay K* — 757%7° to measure the difference ay —
ay. However the presence of three final state pions still entails a level of
complexity in the analysis that cannot be minimized, when one gets to the
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percent level accuracy. The original authors have estimated an intrinsic
theoretical uncertainty of 5% [21], despite the very precise experimental data.
New studies have been made since then on the theory side [22], [23]. Results
from this input are shown in figure 1.1 under the label NA48/2 K3n. The
same group has invesigated a very large sample of K., decays [24] also
indicated in figure 1.1 by the broad vertical band.

Universal band
° tree (1966), one loop (1983), two loops (2000)
Prediction (ChPT + dispersion theory, 2001)

001 ___. DpFeGs (2002) N
E 865 (2003)
— PY(2005)
-0.02— DIRAC (2005)

——— NA48/2 K3 (2005)
NA48/2 Ke4 (2006) preliminary

-0.03

-0.04

-0.05

-0.06

0.28

Figure 1.1: S wave scattering lengths: theoretical results.

In this thesis, we are going to report on a different kind of experimental
measurement of the 77 scattering lengths [1]. As far as the reaction chan-
nel is concerned, it can hardly be more direct, since the two-body process
atn~ — 7%7% is decoupled in time from any other background reaction, and
it takes place practically at rest. The DIRAC experiment consists of forming
pionium states (electromagnetically bound 77 ~) using a high energy proton
beam, and measuring the atom lifetime by observing its survival probability,
or ionization yield, in a very thin metal foil.
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1.3 Pionium lifetime in QCD and QED

A precision measurement of pionium lifetime as a means to determine the
7 isospin scattering length difference |ag — as| is the fundamental objective
of the DIRAC experiment at CERN [1]. In fact, as we have seen above, the
difference |ag — as| is calculable in Chiral Perturbation Theory (ChPT), and
it is very sensitive to the value of the quark condensate in QCD [4], and thus
to the manner in which chiral symmetry is spontaneously broken.

We shall briefly review in this section the theoretical understanding of
how such determination can be achieved to the percent level, and mention
some of the subtleties involved in it.

The authors of reference [25] have recently pointed out that a consid-
erable step forward in the precision calculation of the spectrum of hadronic
atoms took place when the non-relativistic effective Lagrangian approach
was introduced for the study of bound states, originally in the framework of
QED [26]. When using such approach, the calculation of the pionium atom
spectrum can be treated separately from the chiral expansion. This actually
becomes possible because of the large difference of the relevant momentum
scales: whereas the characteristic momenta in ChPT are of order of the pion
mass, the typical bound state momentum is the inverse of the Bohr radius,
which prompts the succesful use of the non-relativistic Lagrangian approach
for the analysis of the bound state.

Let us summarize how this concept is applied to the pionium state, fol-
lowing the original publications [27],[28],[29] by J. Gasser, V.E. Lyubovitskij,
A. Rusetsky and A. Gall (GLRG).

GLRB have made a rigorous analysis of pionium 7°

7% width using a non-
relativistic lagrangian (NRL), in association with quantum mechanics per-
turbation theory (Feshbach formalism of the Rayleigh-Schridinger theory).
The non-relativistic Lagrangian £ contains all terms needed to evaluate the
decay width I';o,0 up to and including terms of order o”/2.

At this order of precision, L = Lo+ Lp + L + Lg consists of a free
Lagrangian for charged and neutral pions (L), a disconnected piece provid-
ing the correct relativistic relation between the energies and momenta of the

pions (Lp), a Coulomb interaction piece (L), and a connected piece (L),
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which contains local four-pion interaction vertices, defined by the expressions:

A
_ T(:9 _ '
Ly = igo T, <20t M, + —QMm >7r,,
A2

Lp = .T< y ) 1

P :%:O Ti\saz )" (1.1)
Lo = —dma(rir A Y rho) + -,
Ls = 017TI_7TT_7T+7T_ + CQ[T{'I_WT_ (m0)? + h.c.] + ¢ (W(T)Wo)z

+ el Al (m)? + mlrtm A mo+he] -,

where 7; are the isospin components of the pion fields, and A~! denotes
the inverse of the Laplacian. The couplings ¢; are determined by matching
to the relativistic pion scattering theory.

The authors show [29] that the above Lagrangian provides a rigorous
description of low-energy interactions of pions and photons, at order «. It
is actually the restriction at the non-relativistic limit of the most general
Lagrangian including all possible operators (an infinite tower with increas-
ing mass dimension) allowed by the symmetries, the building blocks be-
ing the covariant derivatives of the charged and neutral pion fields, as well
as Maxwell's equations.Transverse photons contribute neither to the decay
width at O(a®/2), nor to the matching condition at threshold, and that al-
lows to eliminate Coulomb photons by using the equations of motion, leading
to the Lagrangian 1.1.

The real and imaginary parts of the pole positions (z) that describe the
bound states in the Rayleigh-Schridinger formalism mentioned above can be
calculated by means of an iterative procedure applied to a perturbed poten-
tial, which is unambigously derived from the non-relativistic Lagrangian, to
the required precision. As a result of this analysis, the 7%7° pionium width
(I'goqo = —2Imz) can be expressed in terms of the four low energy con-
stants, namely ¢q,¢2,¢3,¢4 , with precision that includes all terms of O(ag/z)_
The final expression is:

30/3
a’ M2,

7

2
aMz,

Iy 0 = — Imw(1+ 5Rew)+---,

7
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M2
¢=2Ina—3+A+In—2",
o

A= (p*)?[(d = 3)"" = T'(1) — Indn],
Imw = —%pl/z<1 + op >(Cz — 2pcy)”

2T 8M7$0
M2 2
X (1 —p ﬁ?’), Rew = —¢y, (1.2)

where p = 2M o (M + — Mo — %oﬂMwo), (4 is the renormalization scale
and d is the number of space dimensions.

The same NRL can be used to study the on-shell amplitude at threshold
for the processs 77~ — 7979, in the presence of photons. Specifically, it
is shown that the analytic structure of this amplitude at order « , once the

divergent Coulomb phase is split off, can be written as:

. B 2 1
ReTyi (p) = 15 + Bz In A}p' + o Re A" +o(p),  (13)
T ot

where p is the 777~ relative momentum in the center-of-mass frame and
Re A7~ represents the non-singular part of the amplitude at threshold.

The singular contributions of the first two terms are generated by the
exchange of one Coulomb photon, according to the Feynmann diagrams (a)
and (b) in figure 1.2, respectively. The B; and By coefficients (which are of

order ), as well as the non-singular term ReA;; %, can be matched to the

low energy constants of the NRL. In particular ReA;;-* can be related to

the constants ¢y, ¢, ¢3, ¢4 as follows:

1 —00 2 263 )
IRVEN ReAf 7% = 2¢y — 4M7T0/€<C4 + R MW0>
M? M?
N %(1 “A-In M’;+)clc2. (1.4)

where k = (M2, /M?)—1 and A was defined in (1.2). The constants ¢;
and c3 can be expressed, at order zero in «, in terms of the isospin scattering
lengths ag and ay as follows:
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c1 = (47/3)(2a0 + a) /M+? + O(a)

e = (27/3)(ap + 2as) / M+* + O(a) (1.5)
/ /7
/7 /
/ 7/
/7 /
N\ N
AN AN
N\ N\
N N\
a b

Figure 1.2: Diagrams that generate a singular behavior of the 777~ —
7070 scattering amplitude at threshold in the relativistic theory: (a) vertex
correction, (b) internal exchange of the photon. Solid lines represent charged
pions and dotted lines neutral pions.

Formulae (1.2) and (1.4) lead us to the following expression, accurate

with precision a/? :

2
Doro = ) a’p* A (1 + K), (1.6)
with p* = (M2, — M2, — iM7%+042)1/21 and
A = —=2 ReA:™ 1 o(a) (17)
32T thr ’ .
2
K = g (a0 + 2as)? — 30‘ (Ina — 1) (2a0 + as) + o(a).

The ultra-violet divergent contributions that appear at O(a%?) both in

the analysis of ;00 and ReA} -, with opposite signs, through the respec-

tive terms A+ In(M?2, /u?) , are again rooted into the diagram (b) of figure
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1.2, and they are actually removed by the renormalization procedure in the
scattering process 71~ — w7, We have checked ! that indeed expression
(1.6) is verified with precision a%/2.

The above result is of fundamental importance, because it provides a
rigorous and accurate relationship between two physical quantities, namely
the pionium 7°7° width, subject to precision measurement by DIRAC, and
the non-singular piece of the relativistic scattering amplitude at threshold for
the process 777~ — 7%7°. In its derivation only the NRL (exact at O(a*/?)),
and standard non-relativistic quantum mechanics perturbation theory have
been used. It is worth noting that, in particular, ChPT has not been used in
this approach.

Given the fact that the quantities ay and ay are calculable in ChPT,
GLRB have used this theory to disentangle the isospin-breaking corrections
at O(a”?), in order to single out the leading contribution to ReA} ® ,
which is certainly ay — as. In fact, already expression (1.7) is normalized
such that in the isospin limit (o = 0) we have A = ay — as.

ChPT can now be invoked in order to extract the 77 scattering lengths
from the experimental information on the width, and the amplitude A can

be expanded as?:

./4 = ao—a2+h1 (md—mu)2+h2a—l—0(5), (18)

where 6 now stands for either o or the quark mass difference m, —
mg. The above expression actually defines the strong n7 scattering lengths
evaluated in QCD at o« = 0, m,, — mq = 0. Note the coefficients h; and h,
are not changed when taking the isospin symmetry limit.

The coefficients h; are then evaluated in the framework of standard
ChPT. The result for h; at order e?p? is known in the literature [30] and
it is negligible at order a. We have hy = O(m) , with m = m, + mg.
The coefficient hy contains two parts hy = ha + hy + O(m) [30] . As a

we thank Marcos Seco and the authors for helping us using MATHEMATICA for this
purpose.

2in QCD the scattering amplitude 777~ — 770 does not contain terms linear in the
quark mass difference m,, — myq.
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consequence of this analysis , the pionium decay width can be expressed in
the form :

2
oo = §oz3p* (ap —as +€)?* (1 +K), (1.9)
with
€ = aha+ah,+---
_ 3A§'m'{ L Mee [§+Z+§Z+§Z]}
© 3272 12m2F218 14?2
3aM?, -
Tt (P(K;) — 8Z1) + - . 1.1
+ 2567T2F7%( (K) —8Zly) + (1.10)
where
1287T2 T T (s T T T (s (s
P(K) = — (—6(K1 +KD) 4 3K] — 5KL + K&+ 6(KL + K7y + KH))
M2 B
— (18+287)In—Z%- —27 <1n a0y 1) —30. (1.11)
p p

the ellipses denote terms of order O(ri(mg — mg)?, am?) and higher,
which are negligible. I; denote the running coupling constants I7 at scale y =
M,+. K denote the electromagnetic low energy constants in SU(3) x.SU(3)
ChPT. Both Z and A%™ are defined in the chiral limit :

Ar

Ae.m. — Aﬂ—‘m —m —
=mgq
g " 87TCYF2 mu:md:(]

(1.12)

where A, = M?, — M?,. By is related to the chiral condensate in
SU(3) x SU(3) and m; denotes the strange quark mass [10].

The detailed numerical analysis of equations (1.11) and (1.12) has been
carried out by GLRB in references [28] ,[29] , and more recently summarized
in reference [25]. According to it, we have:
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e=(058+0.16)- 1072, K =1.07-10"2. (1.13)

We will use expression (1.9) for our |ay — as| measurement with the
indicated values of ¢ and K, as then main theoretical input in this thesis.
Formula 1.9 can also be recast [29] under the form:

2
| P 9 ap* (ap — a2)2 (1+d7), (1.14)

with 67 = (5.8 £1.2) x 1072,

1.3.1 Photon decays of pionium

In the s-wave, pionium decays overwhelmingly into 7%7%. Let us briefly

comment on the high order contributions that lead to photons in the final
state.

At leading order the decay width into 7°7" counts at O(a™/?). Next-
to-leading isospin breaking corrections are of order /2, as we have seen.
The anomaly-induced decay into 7% cannot proceed in the s-wave (due to
C-invariance) [29], and the decay into v starts at order O(a®) [31], and at
least at the same order O(a®) starts the decay into 707%y~ [29]. At order
O(a”?), the multi-photon final states of the type 7’7’y do not contribute
either [32]. In consequence, at O(a/?) only pionium decay into 797 final
state needs to be taken into account.

1.4 Pionium production

The differential production cross section of pionium atoms only occurs in
S-states [33], and can be expressed as:

2.0
d?o,

dﬁ—i-dﬁ— Pi=

do’}
dpa

E
= (2r)* AW (7 = 0)?

i (1.15)

D
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with p4, E4 and M, the momentum, energy and mass of the atom in the
lab frame, respectively, and p’,, p_ the momenta of the charged pions. The
square of the Coulomb atomic wave function for zero distance ™ between
them in the center of mass system is |[WC(0)|? = p%/mn3, where pp =

mya/2 is the Bohr momentum of the pions and m. the pion mass.

0

Final state interaction also transforms the “unphysical” cross section o

into a real one for Coulomb correlated pairs, o¢ [34, 35]:

d20' C
dp.dp-—

2.0
d?o,

— ‘Ifcﬂ 2k\[2_ " Vs
e

(1.16)

where \Ilg;(f*) is the continuum wave function and 2k* = ¢ with ¢
being the relative momentum of the 7+ and 7~ in the CMS 3. [WC_ (™)
describes the Coulomb correlation and at r* = 0 coincides with the Gamov-
Sommerfeld factor Ac(q) with ¢ = |q] [35]:

2mmyo
AC(Q) /a

T 1- exp(—2mmaa/q) (L17)

Charged pions with opposite charge emerging from a high energy proton-
nucleus collision are produced directly or originate from strong short-lived
(p,w, K*,...) or electroweak long-lived (1,7, K?,...) sources. Pion pairs
from short-lived sources undergo Coulomb final state interaction and may
therefore form atoms*, since the region of production is very small as com-
pared to the Bohr radius of the atom (rp = 387fm). The total pion spec-
trum is formed by four type of pion pairs:

e Atomic Pairs. Coulomb bound state of two pions (pionium) produced
in one proton-nucleus collision.

e Coulomb Pairs. Produced in one proton-nucleus collision from frag-
mentation or short-lived resonances and exhibit Coulomb interaction
in the final state.

3For the sake of clarity we use the symbol Q for the experimentally reconstructed and
q for the physical relative momentum.

“the contribution to the pionium production of long-lived sources was neglected as it
is under the 1% level.
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e Non Coulomb Pairs (or Long — lived Pairs). Produced in one
proton-nucleus collision where at least one pion comes from a long-
lived resonance. They do not exhibit Coulomb interaction in the final
state.

e Accidental Pairs. The two charged particles are produced in two
diferent proton-nucleus collisions. They do not exhibit Coulomb inter-
action in the final state.

In figure 1.3 we show the precision time difference measured by the TOF
detectors (Vertical Hodoscopes). The 1ns coincidence peak (prompt pairs)
is formed by atomic pairs, Coulomb pairs and non-Coulomb pairs, apart from
a fraction of accidental pairs that can be easily extrapolated. The peak width
(~ 170 ps) is determined by detector resolution. Proton background can be
appreciated in the peak asymmetry. Pairs in the colored lateral band are
accidental pairs.

1.5 Propagation inside the target

After production, the pionium atoms propagate inside the target foil, inter-
acting mostly with the electromagnetic field of the target atoms. Therefore
pionium can undergo one of the three following processes [36] [1], one me-
diated by strong forces, and the other two of electromagnetic nature:

e Annihilation into 797°

e lonization (break up) by the target nuclei into 77~

e Excitation/de-excitation to higher/lower principal quantum number
levels

The relation

1 = P, + Ponn + Pase (118)
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Figure 1.3: Time difference between positive and negative particles measured
by the Time-of-Flight detector in 2002. Red: Atom pairs, green: Coulomb
pairs, blue: Long-lived pairs, and yellow: Accidental pairs.

is obviously satisfied being Ppg, the pionium breakup probability, P,,.,
the annihilation probability, and P, stands for the probability of the atom
leaving the target in a discrete state.

Using a high-Z and thin target, the pionium ionization probability com-
petes mainly with the anihilation process, so that P, is highly reduced.

The 777~ pairs coming from pionium break-up (atomic pairs) exhibit
specific kinematical features which allow to identify them experimentally. For
thin targets (1073X)), due to the very small momentum transfer induced by
the electric field near the target nuclei, the signal of atomic pairs is detected
by DIRAC spectrometer as an excess with respect to Coulomb-correlated
pairs at very low center-of-mass momentum, Q) < 3MeV/c, with a yield of
~ 10% in this @ interval.
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1.6 Pionium lifetime

The breakup probability is a function of the atom momentum and depends
on the dynamics of the pionium interaction with the target atoms and on
the pionium lifetime. For a given target atomic number and thickness, the
theoretical breakup probability for pionium is calculated [36] with a relative
error of less than 1% [37] thanks to the detailed knowledge of the cross-
sections involved in the process, which is purely electromagnetic, in which
Born and Glauber approximations are used [38][39][40].

This breakup probability is uniquely linked to the atom lifetime [33]. In
Fig.1.4 the Pp, as a function of the lifetime is displayed for a 98 pum Ni
target, which was the foil thickness installed in DIRAC during the 2002 and
2003 data taking period.

052

05

048 |-

Ni 2002

046 |
044 |-

042 |

04 |
038 -

036 |-

0‘34 L L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L
2 22 2.4 26 238 3 32
1(f9)

Figure 1.4: Breakup probability as a function of pionium lifetime for a 98
wm Nickel target.
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Measuring Pg, thus allows to determine the lifetime of pionium. In
DIRAC the breakup probability can be measured experimentally as the ratio of
the detected number of atomic pairs (n.4) over the total number of produced
atoms (N4):

na
Pg, = — 1.19
B = N (1.19)

The total number of produced 77~ atoms is related by an exact ex-
pression to the number of free pion pairs with low relative momenta, so that
the breakup probability can be measured with DIRAC experimental method.

1.7 DIRAC spectrometer

In this section, the general characteristics, design and working performances
of the apparatus are explained.

Pion paris 77~ emerging from break-up of pionium have a low relative
momentum in their centre of mass system (@ < 3 MeV/c), very small
opening angle (0 < 3 mrad) and nearly identical energies in the laboratory
frame. A high resolution magnetic spectrometer is then required [41] to split
up the pairs and measure their relative momentum with sufficient precision
to detect the pionium signal superimposed on the substantial background of
“free” w7~ pairs produced in inclusive proton-nucleus interactions.

The DIRAC experimental setup, located at the T8 proton beam line (with
energy of 20 or 24 GeV/c) in the East Hall of the PS accelerator at CERN,
became operational at the end of 1998 and has been collecting data since
the middle of 1999. A general view of the spectrometer and a list of the
setup components ordered along the proton beam direction are shown in
Fig.1.5, consisting of beam line, target station, secondary vacuum channel,
spectrometer dipole magnet and detectors placed upstream and downstream
of the magnet.

Protons are extracted in spills of ~ 400-500 ms duration from the PS
to the T8 beam line using a slow ejection mode [42] . During data taking,
between 1 to 5 cycles per PS super-cycle of 14.4 + 19.2 s duration are



1.7. DIRAC SPECTROMETER 27
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Figure 1.5: Top view representation of the DIRAC setup.

delivered to DIRAC. The proton beam intensity was set to ~ 10! protons
per spill, depending on the target used.

The target station houses a device with 12 holders for the targets. The
data analyzed in this work was collected during 2002 and 2003 data taking
using two a Ni target with 98 um thicknesses. The DIRAC experiment is
sensitive to particles outside the beam core (halo), because the target is very
thin and the upstream detectors are placed very close to the primary proton
beam. Special optics has been designed to decrease the background halo
to a negligible level. The ratio of detector counting rates with the target in
place to those with an empty holder was measured to be ~25.

Free and atomic 7#" 7~ pairs produced in the target enter a secondary
particle channel which is tilted upwards by 5.7° with respect to the proton
beam (as indicated in Fig.1.5) to avoid background in the detectors. It
consists of two vacuum cylindrical volumes, one immediately downstream
the target station, and a second one located at ~3.5 m from the target
between the spectrometer magnet poles. Secondary particles exit this tube
through a 200 mm diameter window, made of 250 um thick mylar film.
The angular aperture of the secondary particle channel is determined by the
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collimator resulting in a solid angle acceptance of 1.2 - 1073 sr.

Downstream the target the proton beam travels in a vacuum channel
below the spectrometer. Before it is finally absorbed by a beam dump with
a dedicated radiation shielding, in order to decrease the background gamma
and neutron fluxes towards the detectors [43] . The downstream detectors
are shielded in addition from background secondary particles produced at
the primary proton beam pipe and surrounding elements by a 1 m thick
iron wall that physically separates the upstream detector region from the
rest. Collimators are inserted around the primary proton beam pipe and
the secondary particle channel. A concrete radiation shielding encloses the
whole DIRAC experimental apparatus to protect the surrounding East Hall
in respect of the CERN safety regulations.

The secondary particle channel is endowed with a real spectrometer arm.
This upstream arm consists of two tracking devices, the microstrip gas cham-
bers (MSGC/GEM) and the scintillating fibre detector (SFD). They are used
to improve resolution on the longitudinal and transverse components of the
relative momentum of pion pairs, by unambiguosly measuring the pair open-
ing angle. The detection capability is increased for small angle tracks by
an lonisation Hodoscope (IH) is located past the SFD following the proton
beam direction. A real picture of the above-mentioned detectors, as they
are installed between the first vacuum chamber and the secondary particle
channel, can be seen in Fig.1.6.

Downstream the spectrometer magnet the setup splits into two identical
arms for detection and identification of positive and negative charged par-
ticles. The half opening angle between the two arms is 19°. Along each
arm the following detectors are located: drift chamber system (DC), vertical
hodoscope (VH), horizontal hodoscopes (HH), gas cerenkov counter (CH),
preshower detector (PSH) and muon detector (MU).

1.7.1 The MSGC/GEM detector

It performs particle tracking at a distance of 2.4 m from the interaction
point. In order to resolve two-particle ambiguities by means of stereo angles,
four planes of a proportional gas detector with a single-hit space resolution
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Figure 1.6: Photography of the three detectors installed upstream the mag-
net, between the first vacuum chamber (right-hand side) and the secondary
particle channel. From right to left, the MSGC/GEM, SFD and IH detec-
tors can be found. The primary proton beam line can be appreciated at the
bottom.

of ~ 50 um are installed. It achieves an experimental double track resolution
better than 0.3 mm. , limited by detector pitch and clustering. Because of
its particular importance for upstream tracking, a more complete description
of the MSGC/GEM will be done in the following chapters.

1.7.2 The Scintillating Fibre Detector

The Scintillating Fibre Detector (SFD) is used together with the MSGC/GEM
detector, for upstream tracking, and it provides topological trigger capabil-
ities [44] for rejection of pairs with relative distance larger than 9 mm. It
also provides time information for upstream tracking.

The SFD consists of two perpendicular fibre planes to measure the X
and Y coordinates of incident particles®, as the deposited energy from the
particles is transformed into light.

S5A third upgraded SFD-U plane rotated 45° relative to X and Y was added for 2002
and 2003 periods.
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The SFD covers a 105x105 mm? area. Each detector plane is composed
of 240 column channels with 440 um pitch, each consisting of a stack of 5
fibres in depth, measuring each one from 70 to 150 mm, as seen in Fig.1.7.
Fibres forming one sensitive column are connected via a light guide into
one channel of position-sensitive photomultiplier (PSPM), with a total of 15
photomultipliers of 16 channels each.

77222
0]

0 2222222222272

777222222227

Incident particles

Fiber array Fiber position on PSPM

Figure 1.7: The SFD principal structure. A 16-channel fragment is shown.

A dedicated electronic circuit Peak Sensing Circuit(PSC) has been cus-
tom developed to provide signal discrimination with dynamic rejection of
cross-talk in adjacent channels using the peak-sensing technique [45]. Dis-
crimination of a channel is given by the condition 2A; — A; 1 — A; 11 > Aspr,
where A; are channel signal amplitudes and Ay, defines the threshold value.

For time correlated particle pairs (up to ~ 5ns time difference) with
distance more than one fibre pitch, the PSC algorithm provides efficient
detection, avoiding cross-talk and rejecting noise. However, when adjacent
fibre columns are crossed by two particles simultaneously, then the PSC
algorithm leads to a suppression (with 50% probability) of the detected yield
of double track events, and one of the hits is lost. For time difference greater
than 5 ns the PSC behaves as an ordinary leading edge discriminator.

The upstream detectors performance is compromised by the high particle
flux originated by the proximity of the proton beam line and collimators.

The level of optical cross talk among the PSPM channels due to escape
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of ultraviolet light from one fibre column to the adjacent one, together with
noise was found to be ~2%. The detection efficiency is high (larger than
97% as we shall see) and the average hit multiplicity is near 5 in the 50 ns
time window of TDC. Each detector fibre is equipped with a TDC channel
which provides time tagging essential for upstream tracking.

Readout supplies time information in digital form TDC. The raw time

spectra, obtained from ete™ and 717~ events, are shown in Fig. 1.8 for two
arbitrary SFD channels. After off-line deconvolution of the trigger time jitter
the resolution of the SFD is found to be 0=0.8 ns. Single track resolution

is defined by fibre column pitch of 440 um.

SFD TDC spectrum for X131

16

14

o

12

o

10

=]

8l

=]

6

4

o

2

=]

=
o
S

®
=]

@
o

IN
o

SciFi TDC spectrum for X131

= D 240 -
E 0=169+0.09 2 F 0=225%+0.12
r = 220
B 5 206
- 180—
= 160—
E 140
E 120=—
of 100
i 80
— 60;7
F 405
E 20
I N Y S oY I A o) s L [ [ [N BRI
30 40 50 60 70 80 90 30 40 50 60 70 80 90
ADC counts ADC counts
SFD TDC spectrum for Y140 " SciFi TDC spectrum for Y140
= 18
i o=187+012 & 0=212+0.14
o < 160—
|- LLl E
F 140—
C 12Cé
i 10(:;
C 80—
C 60
- 405
R - A 200
r R N I kel T =
L L i | | coec b e b e by [o] nm L | L |

50 60 70 80 90

ADC counts

w
o

cle e
80 90
ADC counts

P
70

Figure 1.8: SFD raw time spectra fore*e~ (left) and for n*n~ (right) trigger
data. The horizontal scale is in TDC channels, the channel width is 0.5 ns.
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1.7.3 The lonisation Hodoscope

Since charged pions originated from pionium breakup cross the upstream
detectors at rather small relative distances, a dedicated lonisation Hodoscope
[46] has been built to separate the double ionisation signal produced by close
pion pairs incident on the same scintillating slab, from single ionisation signals
produced by one particle. In this way, uncertainties resulting from pairs
with relative distance less than the double track resolution are significantly
reduced. In adittion, the IH takes part of the trigger system of DIRAC.

IH detector is a scintillation hodoscope consisting of 4 planes of 11 x
11 cm? sensitive area (Fig. 1.9) placed 3 m downstream the target. Two
planes (X-A and X-B) vertically oriented, and the other two with horizontal
slabs (Y-A and Y-B), being planes with the same slab orientation shifted by
a half-slab-width with respect to each other. Each plane is assembled from
16 plastic scintillating. The slabs are 11 cm long, 7 mm wide and 1 mm
thick. They are connected to the PM photocathodes via 2 mm thick and
7 mm wide lucite light guides.

-3

~2

Figure 1.9: Design and isomeric view of the IH scintillation plane (1 — scin-
tillators, 2 — light-guides, 3 — photomultipliers).

The front and rear surfaces of a slab are covered by a millipore film [47]
for efficient light collection. At the lateral surface of the slab, light is reflected



1.7. DIRAC SPECTROMETER 33

by a 30 um mylar film in order to minimise the gaps between adjacent slabs,
which is less than 70 um wide.

Scintillation light is detected by photomultipliers Photocathodes are in
optical contact with the wide side of a light guide instead of the traditional
butt-end readout, improving the light collection efficiency.

Signal amplitude and time are digitised by ADC and TDC modules, re-
spectively. The time resolution of the IH detector is better than 1 ns . The
typical response of one IH channel to close particle pairs incident on one scin-
tillating slab and to single particle is shown in Fig.1.10. If a threshold is set
to retain 95% of the double ionisation signal from pairs, the contamination
from single particle amplitudes is less than 15% (Fig.1.11).

o
o
[¢5]
L R R R R

50 100 150 200 250 300 350 400
ADC counts

OO

Figure 1.10: Typical ADC spectra for single (solid line) and double (dashed
line) ionisation loss from particles crossing one IH scintillating slab.
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Figure 1.11: Contamination of single ionisation amplitudes as a function of
losses of double ionisation as obtained from the analysis of the spectra of
Fig. 1.10.

1.7.4 Magnet

The magnet separates positive and negative particles coming from upstream
area, being the two downstream arms placed at arms +19° relative to the
central axis. Magnetic field (B=1.65 T, field integral BL = 2.2 T-m) has
been parametrized. The dipole magnet has an aperture of 1.55 x 0.50 m?
(W x H) and measures 0.5 x 1.5 x 1.1 m. To reduce the stray field, two
magnetic screens are fixed near its entrance and exit.

1.7.5 Drift Chambers

The drift chamber system is used to perform particle tracking downstream
the dipole magnet. These are gas detectors with periodic cell structure giving
spatial and time (by means of the drift time) information, used in the T4
level trigger.

A two-arm solution has been chosen, except for the first chamber which
is a single large module (DC-1) designed with two separated sensitive areas.
This chamber provides 6 successive measurements of the particle trajectory
along the coordinates X, Y, W, X, Y, W, where W is a stereo angle with
inclination 11.3° with respect to the X-coordinate. Each of the two arms
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consists of 3 chamber modules, of identical design, measuring coordinates
XY (DC-2), XY (DC-3) and X, Y, X, Y (DC-4) following the direction of the
outgoing particle. The dimensions are 0.8 x 0.4 m? for DC-1 sensitive areas,
0.8 x 0.4 m? for DC-2, 1.12 x 0.4 m? for DC-3, and DC-4 is 1.28 x 0.4 mZ2.
DC-1 is instrumented with 800 electronic channels, and both arms together
contain 1216 electronic channels.

Yoy

AW PW C

10

} 10 —LJ 5 X

Figure 1.12: Schematic view of the wire chamber electrodes: AW - anode
wires, PW — potential wires, C' — cathode foils. Dimensions are in mm.

The distance between the center of the first half of DC1 and the center
of DC4 provides a lever-arm of 1.6 m along the average particle path, having
uniform spacing of chambers DC-2 and DC-3 along this path. Six measure-
ment points, together with a sufficiently long lever arm, allows to accurately
reconstruct the downstream tracks.

A schematic drawing of the sensitive element is shown in Fig. 1.12. As
seen in the figure, a sensitive area, corresponding to each anode wire and
limited by the cathode planes and potential wires, has a square (10 x 10 mm?)
shape. Cathode plane foils provide stable chamber operationand, being thin,
add only small amount of material along the particle path. A rather large
diameter of the anode wires has been chosen in order to operate the chambers
at high current avalanche amplification mode.

The chamber design is shown in Fig. 1.13 for the case of the DC-2
module. The module is a stack of aluminium and fibreglass frames fixed by
screws with rubber o-rings glued to provide gas tightness. The design of
module DC-1 differs from this description. The main difference, illustrated
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in Fig. 1.14, consists in the fact that DC-1 comprises, in a single gas volume,
two sets of sensitive planes, placed symmetrically to the left and right hand
side of the spectrometer axis. The middle zone, strongly irradiated , is made
insensitive to the particle flux. The limiting edge of the sensitive zones can
be varied. This design of the DC-1 module ensures little amount of material,
by avoiding frames in the small angle region.

The readout electronics of the drift chambers, which is a custom-made
system [48], provides data readout into the data collection memories and
input to the trigger processor. The sensitive wire signals are digitised by TDC
counters, which are plugged in the connectors mounted onto the chamber
frames, and are connected to the Drift Chamber Proccessor (DCP) and VME
buffer memory. This solution results in reduced number of electronic units,
small number of cables and high noise immunity. The data of an event are
stored in local data buffers until the higher level trigger decision is issued.
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Figure 1.13: Design of the DC-2 module. Top: general view. Bottom:
structure of the frame stack; X — X-plane, Y — Y-plane, C — cathode foils.
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Figure 1.14: Schematic view of the DC-1 module. Dotted areas show the
sensitive regions of the X-, Y- and W-planes. Hatched areas mark the zones
of the cathode strips which allow to change the width of the insensitive area
in the central region.

The drift chambers operate in a high current avalanche mode. The sin-
gle hit efficiency is above 96% when the particle flux along the gas mixture
(Ar(~ 50%) +iCyHyo(~ 50%) + H20(0.5%)) is about 10 kHz/cm?. Track-
ing efficiency of the drift chamber system as a whole is about 99%, due to
the requested number of hits per reconstructed track is less than the total
number of sensitive planes crossed by a particle. A space-to-time relationship
was extracted from the time spectrum and its integral distribution shown in
Fig. 1.15, for a sample of clean events with a small amount of background
hits. Study of the drift function parameters for different chamber planes at
different beam intensities shows good stability of the above relation.
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Figure 1.15: Distribution of the drift time (left upper) and its integral spec-
trum (lower), horizontal scale is in TDC channels, bin width is 0.5 ns. On
the right-hand side distribution of differences between the measured and
predicted X-coordinate is displayed. Plots from X4 plane.

Coordinate resolution of the DC system is illustrated too in Fig.1.15,
where the distribution of differences between the predicted position and mea-
sured coordinates in one of the planes is shown (X4-plane right arm). The
measured standard deviation, 0 = 100 um, is defined not only by the intrin-
sic chamber plane resolution, but also by the accuracy of the predicted track
coordinates. Taking the latter into account the measured intrinsic space
resolution of one plane is better than 90 um.

1.7.6 Time-of-Flight detector

A hodoscope system consisting of vertical and horizontal scintillation slabs
has been placed downstream the drift chambers. It has the overall purpose of
providing fast coincidence signals between both spectrometer arms, necessary
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for the first level trigger and for events selection.

The vertical array of scintillation counters is used, in correlation with
other detectors, in the definition of dedicated triggers for calibration purposes
and of a higher level trigger for the selection of low @) events (see trigger
section). A key function of this detector, which motivated a special design,
is to provide a very accurate time definition of pion pairs originated from
the same proton interaction (prompt pairs), in order to perform a clean
separation (in off-line analysis) with respect to pairs in which the pions are
produced at different times (accidental pairs). Used as a time-of-flight
detector it allows to identify pm~ pairs in prompt events, as they might
constitute a significant source of background to the 77~ signal.

The TOF detector (also called VH) consists of two identical telescopes
matching the acceptance of the DC system. Each telescope contains an
array of 18 vertical scintillation counters. The slab dimensions are 40 cm
length, 7 cm width and 2.2 cm thickness. Scintillation light is collected at
both ends by two 12-dynode Hamamatsu R1828-01 photomultipliers coupled
to fish-tail light guides. The front-end electronics was designed to minimise
the time jitter, providing a position independent time measurement.

The VH single-hit detection efficiency is 99.5% for the positive, and
98.8% for the negative hodoscope arms. In Fig.1.16 the distribution of the
time difference between positive and negative pions in the spectrometer is
shown. The observed ratio between prompt and accidental pairs in the 2o
cut region around the peak is about 16. The overall time resolution of
the system has been measured with eTe™ pairs to be 127 ps per counter
[49], which corresponds to 174 ps accuracy for the time difference between
positive and negative arms (time-of-flight resolution). The latter is shown in
Fig.1.17. The dedicated ete™ calibration trigger selects ete™ pairs from ~
conversions and Dalitz decays of 7° which are almost synchronous in time,
as the time of flight of ete™ pairs is momentum independent in the available
setup range of momenta.
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Figure 1.16: Time difference between charged positive and negative particles
obtained from standard hadron trigger data. The central peak has a gaussian
width of 193 ps, and the shaded area represents a 20 cut used to select
prompt 7w events. The flat background is originated from accidental pairs,
not belonging to the same beam interaction. Note the shoulder on the right-
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Figure 1.17: Time difference spectrum for e™e™ pairs detected by the vertical
hodoscopes, after path length correction. Data come from ete™ triggers.
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Figure 1.18: Correlation between the measured momentum of the positive
particle and the VH time difference between the positive and negative spec-
trometer arm, taking into account the correction for the difference in path
length. The accumulation bands correspond to 77" (vertical band) and
7~ p (curved band) pairs.

This timing capability allows to separate 7"7~ from 7~ p pairs in the
momentum range from 1 to 5 GeV/c, and from 77 K* pairs in the range
from 1 to 2.5 GeV/¢, as illustrated in Fig.1.18.

1.7.7 The Horizontal Hodoscopes

The horizontal hodoscope system has a similar design and implication on
the definition of the first level trigger as VH. Its response is used to apply
a coplanarity criterion for triggering pairs hitting both detector arms. This
trigger requirement selects oppositely charged particles with relative vertical
displacement, Ay, less than 7.5 cm. Its response is used to select events
with small relative angle in the Y direction, and to support the reconstruction
with spatial track information.
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It is also separated into two arms, each covering an area of 40 x 130 cm?.
Each hodoscope consists of 16 horizontal extruded scintillating slabs of di-
mensions 130 x 2.5 cm?, with a thickness of 2.5 cm. Both ends of each slab
are coupled to specially shaped light-guides.

Photomultipliers are equipped with a voltage divider allowing high count-
ing rate capability. Front-end electronics system is the same as those for the
vertical hodoscopes. The single hit detection efficiency of HH is greater than
96.6 % on both arms, and the time resolution is 320 ps.

1.7.8 The Cerenkov Counters

It provides the strong e/m separation capability needed by the experiment.
This detector is essential for rejection of the main background of electron-
positron pairs from photon conversion, Dalitz pairs, and to a minor extent
from resonance decays. It is used in the first level 777~ main trigger, in the
calibration trigger to select e*e™ pairs and its signals are available for offline
analysis.

The cerenkov radiation occurs when the velocity of charged particle ex-
ceeds the velocity of light in a dielectric medium, and it polarizes atoms
resulting in emission of coherent radiaton. DIRAC's cerenkov detector is
structured in two identical threshold cerenkov counters [50], each covering
one spectrometer arm ( Fig.1.19). The gas radiator is enclosed in a volume
with dimensions 143 x 56 cm? and 336 x 96 cm?, respectively. The cho-
sen radiator is Ny at normal temperature and pressure (6. = 1.4°) and the
counter length is 285 cm. Each counter is equipped with 20 mirrors and 10
photomultipliers on two rows. Cerenkov light reflected by pairs of adjacent
mirrors is focused onto the same photomultiplier . The analog signals from
PM are fed into two custom-made summing modules, discriminated and used
for trigger purposes.

A single photoelectron peak is clearly observed in all channels and it is
shown in Fig.1.20, where we can see the ADC spectra from pions(a) and
from single electrons(b). The number of photoelectrons detected by one
counter arm is shown in Fig.1.21, and from it we infer that both counters
have an efficiency greater than 99.8 % when operated at a threshold slightly
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less than 2 photoelectrons. The pion contamination above the detection
threshold is estimated to be less than 1.5 %. Such contamination arises
from pions with momenta above the cerenkov threshold and from accidental
coincidences occurring within the trigger time-window.

Figure 1.19: The far end part of the DIRAC setup, comprising threshold
cerenkov counters (Ch), preshower detector (PSh), iron absorber (Fe) and
muon counters (Mu).

1.7.9 The Preshower and Muon Detectors

The purpose of the Preshower detector is two-fold: it provides additional
electron/pion separation power in the off-line analysis and it is used in the
trigger generating logic as well (T1).

The PSH is based on an array of lead converters followed by scintillation
detectors [51]. Electrons (positrons) initiate in the converters electromag-
netic showers which are sampled in the scintillation counters while pions be-
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Figure 1.20: ADC spectrum from one cerenkov photomultiplier: (a) spectrum
from pions (practically equal to the ADC pedestal distribution), (b) amplitude
signal from single photoelectron, (c) spectrum from electrons.
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Figure 1.21: Distribution of the number of photoelectrons detected from the
(a) positive and (b) negative cerenkov detector arms.
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have mainly as minimum ionising particles. For trigger purposes, the signal
has to be produced whether a pion or an electron cross a PSH counter.

The PSH consists of 16 detector elements placed symmetrically in two
arms, as seen in Fig.1.19. Each element has a Pb converter and a scintillation
counter. The converters of the two outermost elements of each arm (low
momentum region) are 10 mm thick, whereas the rest are 25 mm thick
(around 2 and 5 units of radiation length, respectively).The scintillator slab
dimensions are 35 x 75 cm? and 1 cm thickness. The detector signals are
linearly split into two branches, one used for trigger purposes and another
for ADC analysis. In the former, a leading edge discriminator is used with a
threshold corresponding to efficient detection of minimum ionising particles.

The single arm detector efficiency is 99.5% for pions.

Admixture of decay muons in the 77 events can be a serious source
of background. For this reason a muon detection system is implemented
to provide efficient muon tagging in off-line analysis. Muons come almost
entirely from pion decays with a small admixture from other decays and direct
e pair production.

The muon detector consists of a double layer structure of scintillation
counters (28 counters with equal scintillating slabs of 75 x 12 cm? front area
and 0.5 cm thickness per arm) placed behind a thick(from 60 to 140 cm, see
Fig. 1.19) iron absorber which almost entirely absorbs hadrons and related
hadronic showers. The thickness is larger in the region close to the spectrom-
eter symmetry axis, in order to compensate for the harder pion momentum
spectrum. This detector is placed at the downstream end of the DIRAC
apparatus, few meters from the intense primary proton beam dump. As a re-
sult, the muon scintillation counters may undergo a high flux of background
radiation from the beam dump area, which has required a special design of
the counter arrays and electronics.

To reduce this background, data from muon detector are read out only if
simultaneous signals from a pair of corresponding counters in the two layers
are detected.

Off-line use of muon counters has been chosen to avoid suppression of
useful pion events on-time with background signals in this detector. From
experimental data we have inferred that the fraction of events containing at
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least one muon is about 10% [52].

1.8 Trigger system

The trigger system was designed to provide a reduction of the event rate
to a level acceptable to the data acquisition system which is around 700
events/spill. Pion pairs are produced in the target mainly in a free state with
a wide distribution over their relative momentum (, whereas atomic pairs
from A, disintegration have very low @, typically below 3 MeV/c. The
on-line data selection rejects events with pion pairs having approximately
Qr > 30 MeV/c or Qr > 10 MeV/c , keeping at the same time high
efficiency for detection of pairs with () components below these values.

A sophisticated multilevel trigger is used in DIRAC [53]. It comprises a
very fast first level trigger and two higher level trigger processors.

Due to the requirements of the data analysis procedure, to the on-line
selection of time correlated (prompt) pion pairs, is added a large number
of uncorrelated, accidental, pion pairs. The statistical error of the A, life-
time measurement depends on the number of both prompt and accidental
detected pairs so events are collected inside a coincidence time window (%
20 ns) between the times measured in the left (VH1) and right (VH2) vertical
hodoscopes, centered around the peak of prompt events

A block diagram of the trigger architecture is presented in Fig.1.22. At
first, pretrigger TO starts DNA and the first level trigger T1 starts digitisation
of the detector signals in the data acquisition (DAQ) modules (ADC, TDC,
etc.). A positive response from T1 starts a powerful drift chamber trigger
processor T4. At the next level the neural network trigger DNA/RNA rejects
the events with high ) values, and a positive decision from it in coincidence
with positive decision of T1 is used again in coincidence with T4 decision,
which imposes additional constraints to the relative momentum and takes
the final decision to accept or to reject the event, start the readout of all
electronics or clear the buffer.
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Figure 1.22: General block diagram of the DIRAC multilevel trigger.

In addition to the main trigger designed to detect pionic atoms, several
calibration triggers are run in parallel.

1.8.1 First level trigger (T1)

The first level trigger (a detailed description is given in [54]) fulfils the fol-
lowing tasks:

e Selects events with signals in both detector arms.

* or e* depending on the pres-

ence of the cerenkov counter signal. Protons, kaons and muons are
equally included in the “pion” class (the discrimination is done offline).
For the pion signature 7" 7~ signature is needed a coincidence of a hit

in VH, HH, no signal in Cerenkov counters and a signal coming form
PSH in arm i:

e Classifies the particle in each arm as 7

(VH;- HH,-C; - PSH,)
Meanwhile for e*e™ signal in Cerenkov is required:
(VH;- HH, - C; - PSH,)

The signal from both arms are combined to produce the final decision
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e Arranges the coincidences between the signals detected in the two arms
with a +20ns time window in Vertical Hodoscopes.

e Applies a coplanarity (Copl) criterion to particle pairs: the difference
between the hit slab numbers in the horizontal hodoscopes in the two
arms (HH1 and HH2) should be < 2. This criterion forces a selection
on the @), component of the relative momentum and provides a rate
reduction by a factor of 2.

e Selects in parallel events from several physics processes needed for
the setup calibration with desired rate: eTe™ pairs, A decaying into
a proton and a negative pion (see chapter 7), K= decays to three
charged pions.

The electronics of T1 gives a decision within 120ns. For Ni-2001 data
physical pion trigger is set to (T1-7"7~-Copl).

1.8.2 Drift chamber processor (T4)

T4 is the final trigger stage and it requires DNA positive as input. T4
processor reconstructs straight tracks in the X-projection of the drift cham-
bers which allows to select pairs with low relative momentum (the algorithm
is described in [53]). The block diagram of the T4 operation is shown in
Fig. 1.23. The drift chamber processor includes two stages: the track finder
and the track analyser.

The track finder the hit wires information from all DC X-planes (drift
time values are not used in the T4 logic). For each combination of hits in
two edge base planes defines hit windows for the intermediate planes and
number of hits inside it are counted and EXIGED bigger tan 4. An identical
processor is used for each arm.

If tracks are found in both arms, the track analyser continues the event
evaluation. Track candidates are compared with a the contents of a look-up
memory table obtained with Monte Carlo methods containing all possible
combinations of track identifiers for pion pairs with @, < 30 MeV/c and
Q. < 3 MeV/c and allows the start of data transfer to VME if a coincidence
is found.
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The T4 decision time depends on the complexity of the event and is
around 3.5 pus on average, being forced a positive response if time exceeds
a limit in order to reduce dead-time. The rejection factor of T4 is around 5
with respect to the T1 rate and around 2.5 with respect to DNA/RNA, and
efficiency for @ < 30 MeV/c exceeds 99%.

The whole trigger system is fully computer controlled: no hardware in-
tervention is needed in order to modify the trigger configuration. With all
selection stages enabled the event rate at the typical experimental condi-
tions is around 700 per spill, that is well below the limits of the DAQ rate
capability, calibration triggers being 7%.
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Figure 1.23: T4 operation block diagram. Only the drift chamber X-planes
involved in T4 are shown.
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1.8.3 Trigger performances

The performance of the trigger system as a whole in selecting low-Q events
is illustrated in Fig 1.24, where the magnitude of relative momentum of pion
pairs () is shown (in their center-of-mass frame), after DNA/RNA and T4
trigger selection (see trigger section). Trigger efficiency as function of @ is
flat in the low-Q region, as illustrated in Fig. 1.24. This is considered an
important figure of merit of the spectrometer, for a precision study of the
77~ Coulomb interaction.

Pions from ionisation of pionium entering the apparatus have momenta
below 4 GeV/c. The apparatus momentum acceptance for time-correlated
pairs is flat for pions with momenta between 1.6 GeV/c and 3 GeV/c¢, and it
decreases for higher momenta.

For the sake of completeness we also show the P and Pr distributions
for a single 7~ in Fig. 1.25, with superimposed a parameterisation of the
inclusive yield based on the analytic representation [55], adapted to DIRAC
center-of-mass energy (1/s=6.84 GeV) [56].
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Figure 1.24: Left: Distribution of @) for accepted 77~ pairs after the full
DIRAC trigger system, and for minimum bias pairs. Right: trigger accep-
tance, determined as the ratio between the previous two distributions.
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Figure 1.25: Experimental P and Pr distributions of 7~ corrected for appa-
ratus acceptance (histogram) with superimposed the results of the parame-
terisation [55][56].

1.9 Analysis method

1.9.1 Data selection

The analysis presented in this thesis has used the standard pre-selection pro-
cedure described in http://dirac.web.cern.ch/DIRAC/pre-sel.html, for 2002
and 2003 Ni target events. The cuts introduced in this filtering procedure do
not produce any significant bias in the shape of two-pion Coulomb interac-
tion spectrum, further than shrinking the Q7 distribution to an approximate
cut of Qr < 6MeV/c. In particular, they are sufficiently general not to
introduce bias in upstream detector multiplicities.

The main use of this pre-selection stems from the strong data reduction,
which facilitates data processing through multiple iterations. This is of course
at the cost of having a slightly reduced span in the description of the Q7
spectrum of Coulomb interaction background. As we shall see, the @
spectrum will effectively provide a sufficient constraint, in a two-dimensional
fit.
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1.9.2 Reconstruction method

Pions are reconstructed according to the method described and evaluated
in [6][57], which is a switchable option of the standard ARIANE program

This method has the distinct feature of having independent tracking in
the upstream and downstream arms. This becomes possible when the full
upstream spectrometer information is used, consisting (in 2002 and 2003)
of 11 detector layers of MSGC/GEM (4), Scintillation Fibre Detector (SFD)
(3), and lonisation Hodoscope (IH) (4)[41]. In this region stray fields are
negligible, so straightline fitting allows unambiguous reconstruction of pion
pairs pointing to the beam intersection with the target. In a high radiation
environment, this is important. The opening angle is then determined with
very high precision, only limited in practice by multiple scattering inside
the target foil , therefore Q7 resolution is excellent. Charge confusion is
inevitable at very low opening angles (due to limited angle resolution in DC
track extrapolation through the dipole magnet), but the sign of Q1 is not
an objective of the experiment, since charge-conjugation symmetry is taken
for granted in pion-pion interaction.

Upstream tracks make use of stereo angles of 4 MSGC/GEM detectors,
in conjuntion with TDC information from extrapolated X or Y SFD hits. As
a consequence, they have a well defined time tag, which reduces the noise
from out-of-time MSGC hits to a small amount.

As mentioned, upstream track pairs are matched with DC tracks in order
to determine the correct charge assignment. Matching efficiency is uniform
over detector acceptance, and it exceeds 95% everywhere [6] [57] [58]. Time
information is used as part of the matching procedure. Pulse-hight in IH is
calibrated with single and double upstream tracks. Double ionisation signal is
required in this detector to identify pion pairs, when only a single unresolved
track can be matched to DC tracks.

In order to improve precision and minimize the effect of multiple scatter-
ing in the break-up probability measurement, only the signals from MSGC/GEM
detector are used in the final track re-fit [58].

Standard cuts for muon background rejection using muon counters and
pre-shower detector (PSH) are applied, and PSH pulses have been analysed
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to cross-check and improve Cherenkov veto efficiency.

1.9.3 Monte Carlo simulation

In order to achieve the most accurate extrapolation of Coulomb interaction
down to very small values of (), we have chosen Monte Carlo simulation as
the simplest analysis procedure. In addition, 50 % of the experiment DAQ
was designed to collect accidental pairs, which were used in this analysis to
perform trigger acceptance corrections to (), spectrum.

In should be understood that the use of Monte Carlo is entirely re-
stricted to the description of experimental resolution, and by no means it
implies specific model assumptions about proton-nucleus physics. In partic-
ular, Coulomb interaction is described by the Gamow enhancement of their
Q-space wavefunctions. Even with the excellent time-of-flight resolution of
the spectrometer, a non-Coulomb background remains in prompt-pair event
selection. It consists of accidental pairs and other long-lifetime decays. Both
are described by Monte Carlo, where pion pairs are simulated isotropically in
their center-of-mass frame, and the Coulomb factor is removed [59].

The input lab-frame pion momentum spectrum p is actually taken from
real spectrometer data. For this purpose, a de-convolution of the recon-
structed prompt pair spectrum E as function of p and 6, (angle with respect
to the proton beam) is performed, according to the expression:

E(p, Gb) 1
€(p, ) Ac(@Q)

where Ao (Q) is the Coulomb factor and the acceptance function ¢ is
evaluated by Monte Carlo as follows :

Gi(p, ) =

.00 =

where R is the Monte Carlo reconstructed output for a given generator
input Gog. The procedure was iterated only once, and G; taken as final
generator input. The acceptance function matrix €(p,,) does not appear
to depend significantly on Gy. Two different G functions were determined,
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one for prompt events and another for accidental pairs. The latter (obtained
with Ac(Q) = 1), is used for simulation of the accidental pair background in
prompt events. Their corresponding spectra E(p, 6,) do differ significantly,
mainly due to the proton background which is present in accidental pairs. In
fact, this point has been verified following the procedure outlined in reference
[60] for 2001 data.

GEANT tracking is performed by the GEANT-DIRAC program [61] with
standard geometry and detector files, but with modified average multiple
scattering angle according to the chapter 4 in this thesis. GEANT detector
digitisations were performed by ARIANE program [62]. The procedure for
MSGC cluster patterning uses real data input to describe correlations between
cluster total charge, micro-strip multiplicity and differential charge. Input
data were selected to correspond to 2001 runs specifically.

Simulation of out-of-time noise hits in MSGC detectors is done by re-
producing the experimentally observed characteristics of this background,
namely:

e existence of significant hit multiplicity correlations from plane to plane
(4 detectors), which are encoded by specific arrays determined from
real data.

e absence of space correlations between different planes, once the two
7w~ triggering tracks are removed, thus indicating this background
essentially originates from wide angle tracks with respect to the beam
direction.
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Figure 1.26: Number of MSGC clusters found close to any of the drift cham-
ber tracks, including the real signal pairs (dots), compared to Monte Carlo
simulation (line). Detector ordering is X/Y (top left/right) and X' / Y’
(bottom left/right). All data runs used in lifetime analysis were included.

In figure 1.26 we compare the observed MSGC hit multiplicity distri-
butions for each detector with Monte Carlo simulation. Only hits (real or
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background) found within a momentum-dependent +3¢ space window from
a drift chamber track are retained. As it can be appreciated, MSGC back-
ground is perfectly well described.

A delicate challenge to the DIRAC reconstruction procedure arises from
the response of Peak Sensing Circuit (PSC) electronics of the scintillation
fibre detector, when two pulses arrive in strict time coincidence (prompt
pairs) and within a given 8-channel group. In this case, suppresion of one of
the pulses occurs with a significant probability, at the level of 20-40% [41].
The distorsion caused by this effect in close-pair efficiency at small distances
(below 3 mm) is largely diminished when the previously described upstream
tracking is used, where only one SFD hit (in X or Y projection) is required
to perform time tagging, the track being actually measured by MSGC hits
having stereo angles.

1.9.4 Analysis of Q-spectrum

A two-dimensional analysis of 777~ spectrum in the center-of-mass frame
has been carried out, choosing the transverse Qr = \/Q% + Q3% and longitu-
dinal @1, = |Qz| components (with respect to the pair direction of flight Z)
as independent variables. This analysis has been done independently at ten
individual 600M eV//c bins of the laboratory-frame momentum p (magnitude
of 3-vector sum of pion momenta p; and ps) , and also globally including
all values of p in the same fit. The results will be presented in sections 6
and 7. Irrespective of the parameter variation strategy, or of the momentum
definition followed in each case, the prompt two-pion spectrum in (Qr, Qr)
plane has been y2-analysed by comparison with the following input spectra:

e Monte Carlo describing the Coulomb final-state interaction by means
of the Sakharov-Gamow-Sommerfeld factor (labelled CC), using single
pion lab-frame momentum from de-convoluted prompt spectrometer
data.

e Monte Carlo describing accidental coincidences taken by the spectrom-
eter (labelled AC). It represents the uncorrelated non-Coulomb back-
ground in prompt events. Its laboratory momentum spectrum has
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been generated according to that of true accidental pairs taken by the
spectrometer, after de-convolution of detector acceptance. lIts fraction
has been determined from the time-of-flight (TOF) spectrum in each
momentum bin, and the values obtained are represented in figure 1.27

e Monte Carlo describing Coulomb non-interacting 7+~ (labelled NC).
It simulates accidental pairs as well as any additional fraction of non-
Coulomb events where one of the pions originates from decay of long-
lifetime resonances (up to ns scale). Such events are still detected as
time-correlated by the precision coincidence of the spectrometer. We
assume they have a strictly isotropical distribution in their center-of-
mass frame. Their lab-frame momentum spectrum (entirely decoupled
from Q-space) is also taken from spectrometer data.

e Pionium atom Monte Carlo model [59], which is used to cross-check
and fit the observed deviation with respect to the continuum Coulomb
background spectrum constructed from the previous input (it is labelled

AA)

The total number of events used from the above samples are denoted
by Nec,Nac,Nnc and Ny respectively, whereas N, represents the total
number of prompt events in the analysis, under the reference cuts Qr <
bMeV/c and Qp < 20MeV/c. Index k runs over all (i,7) bins of the
(Qr, Qr) histograms, and we denote by NE the number of Coulomb events
observed in each particular bin (7, 7). Similarly for the other input spectra,
namely N%,, N¥%. and N%,. The x? analysis is based upon the expression:

(V% = Blanles + (1= 3Ee] — coe —aughe — 7))

Nk + B(03[(1 - 2568 + @THE] + a3 TS + adRhe + 42744)
(1.20)
where «; and ~y are the respective Monte Carlo type fractions (according
to a1 +as+as+y = 1), and epsilon is the fraction of K™ K~ contamination.
We call Qp, < 2MeV/c the extrapolation region. A control region is defined

by the domain under the cut @ > 2MeV/c, where we do not expect
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deviations with respect to the continuum Coulomb interaction background.
We call Q@ < 2MeV/c the extrapolation region.

Subtraction of accidental pairs is performed by blocking the a, parameter
to the experimentally observed values. Minimisation of the above y? over
the entire (Qr, Q1) plane determines the non-Coulomb fraction a3, and the
atom fraction v as free parameters. The (3 parameter, which represents the
overall Monte Carlo normalisation, is actually determined by the number of
prompt events in the domain under fit, and it does not need to be varied.

Once the previous fit has converged, we define the atom signal in each
(i,7) bin as the difference between the prompt spectrum (after subtraction
of accidentals) and the Monte Carlo with the pionium component (AA)
removed. This 2D signal, which reveals the excess with respect to the cal-
culated Coulomb interaction enhancement, is analysed in detail in sections
6 and 7, where it is compared with the Monte Carlo prediction for atom
production. Further y? tests are performed both in the Q; > 2MeV/c
(control region, where pionium Monte Carlo does not contribute) and in the
QL < 2MeV/c (extrapolation region) separately.

1.9.5 Accidental pairs

The fraction of accidental pairs (as in the fit) inside the prompt coinci-
dence has been experimentally determined, from analysis of the precision
TOF spectrum. It was determined as function of the pair momentum, and
separately for 2002 and 2003 data, and the results are given in table also the
2001 data are given.Nevertheless, it should be noted that the sum a; 4+ as
(non-Coulomb fraction) is left as a free parameter in the fit (table 1.2). For
the sake of reference, also the 2001 data are given.

The Vertical Hodoscope resolution remained approximately constant for
the experiment’s lifetime, however amount of background increased in 2002
and 2003, probably due to the effect of increased average beam intensity.
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Table 1.1: Numerical values of K" as defined in the text. Each raw corre-
sponds to a given rectangular cut in (Qr,Qr) plane , with Q5 = 5MeV/c
and Q5 = 20MeV/c being the reference cut values. K™ values are obtained
by integration of (1.21) in cylindrical coordinates.

QcLut (M€V/C) Ktheo
0.5 0.4372
1.0 0.2389
1.5 0.1669
2.0 0.1300
Q%ut (M€V/C) Ktheo
0.5 3.2457
1.0 1.2382
15 0.6995
2.0 0.4674
2.5 0.3426
3.0 0.2660
3.5 0.2147
4.0 0.1781
45 0.1509
5.0 0.1300
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Figure 1.27: Accidental pair fractions in table 1.2 as function of pair mo-
mentum.

Table 1.2: Accidental pair contamination inside the prompt coincidence , as
determined from analysis of the TOF spectrum. Data are given for each

datataking year.
p (GeV/c) % 2001 % 2002 % 2003
P1 26-3.2 0.07834-0.0007 | 0.12254-0.0006 | 0.1169+4+0.0011
Do 3.2-38 0.0886+0.0007 | 0.1289+40.0007 | 0.122840.0013
D3 38-44 0.10514-0.0007 | 0.134340.0006 | 0.127640.0010
ps | 44-50 | 0.1152+0.0008 | 0.1397+0.0006 | 0.13324+0.0012
ps | 5.0-5.6 | 0.1216+0.0009 | 0.1451+0.0008 | 0.1391+0.0015
pe | 5.6-6.2 | 0.1281+0.0010 | 0.1513+0.0009 | 0.1460+0.0018
pr | 6.2-6.8 | 0.1362+0.0014 | 0.1609+0.0013 | 0.1565+0.0024
Ps 6.8-74 0.14624-0.0019 | 0.17204+0.0018 | 0.173840.0036
Do 7.4 -8.0 | 0.15525+0.0027 | 0.1826+0.0026 | 0.19404-0.0057
pio | 8.0-8.6 0.162540.0041 | 0.1909+40.0042 | 0.203040.0093
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1.9.6 K-factors and break-up probability

The conversion from integrated atom production signal to break-up prob-
ability is done by means of the so-called K-factors, which are defined as
follows.

Let us call Sp(€2) the measured ratio between the number of atoms N4
and the number of Coulomb pairs N, both observed in the same kinematical
region 2 of the (Qr,Qr) plane. This quantity can be converted into a
measurement of the atom break-up probability Pg,, because the number
of atoms m, produced in a given phase-space volume can be calculated
analytically in quantum mechanics [63] according to :

Kih = A _gragr 21w i (1.21)
- Ne [ Ac(Q)d*Q '
where the integral in the denominator extends over the desired Q-space
volume. Yy = aM, is two times the atom Bohr momentum pg, and n its
principal quantum number. For the sphere of radius Q < Q. the following
expression is obtained:

oo 1
th _na 20 8
E™(Qc) = N~ (Qc/2rB edk
¢ 0 1—exp(—27/k)

For a rectangular domain 2 in the (Qr, Q) plane, integration of (1.21)
in cylindrical coordinates provides the values given in table 1.1.

However, the actual K-factor which must be taken into account in the
measurement (K°?) differs from K™ due to experimental resolution [64]
[65] , which is a function of the domain 2. The break-up probability is then
determined as:

_ SB(9)
PB’I" - Kexp<Q>
with the experimental K-factor defined in the following way:
Q)
Ke*P(Q)) = Kth 0 EA(
@) = KM@

where:
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L Q) Q)
A(Q) nf{fm(Q) d C(Q) n%en“))

define the acceptance of the experimental apparatus as a whole for atoms
and Coulomb pairs, respectively, in a given kinematical region 2. The factors
€4 and ec are determined with high precision using separate Monte Carlo
inputs, after processing the full simulation/digitisation/reconstruction chain.
They are ratios between reconstructed output and generated input.

For a given momentum interval, the measured values of Pg, should not
depend on the actual domain 2 which is chosen to perform the measurement,
and this particular point will be studied in the following sections.

The K-factor values do however exhibit a momentum dependence, which
we have analysed in detail, and it is indicated in table 1.3. These values
have been taken into account in the determination of break-up probability in
chapters 6 and 7.

Table 1.3: K-factors determined in 10 intervals of laboratory-frame momen-
tum.

p interval (GeV/c) K — factor
2.6-3.2 0.1140 + 0.0005
3.2-3.8 0.1196 £ 0.0004
3.8-4.4 0.1267 £ 0.0005
4.4-5. 0.1316 £ 0.0005
5-5.6 0.1368 £ 0.0007
5.6-6.2 0.1407 £ 0.0008
0.2-6.8 0.1431 £ 0.0011
0.8-7.4 0.1474 £ 0.0015
7.4-8. 0.1451 4+ 0.0021
8.-8.6 0.1490 £ 0.0043
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1.9.7 K'tK  background

Since the publication of our measurement of pionium lifetime [66], we have
investigated experimentally the possible presence of missidentified KK~
pairs in the 777~ sample. Although the level of such contamination was
expected to be very small [1], its importance stems from the fact that
the Coulomb interaction is much stronger for K™K~ than it is for 777,
at the same value of ). This is a consequence of the different Bohr
radius in the Sommerfeld wave function (factor Ac(Q)). Our investiga-
tion proceeded in two steps. First, we determined the contamination frac-
tion rx = KTK~ /77~ at low pair momentum (p = 2.8 GeV/c) to be
rr = (2.38 +0.35) x 1073, by means of the TDC information of upstream
detectors [67], using standard physics triggers. Secondly, we performed a
new measurement at higher momentum using A triggers and high precision
time-of-flight measurements from the Vertical Hodoscopes [68], which al-
lowed us to determine the momentum derivative of rx. In order to reach
a better understanding of the momentum dependence of the K™K~ signal,
we examined in detail both the production of K*7T and the semi-inclusive
K*K~ [68], which we compared with a specific Monte Carlo model, the
UrQMD [69]. Very good agreement was found between our DIRAC data
and UrQMD, particularly concerning the momentum dependence, as a result
of our study. Certainly the result is much more constraining in the former
case (K*7T), where we have very high statistics. It seems that the predic-
tion of the momentum derivative is an easier task for Monte Carlo models
than it is the strangeness (s,5) yield itself. Therefore the extrapolation from
p = 2.9 GeV/c to p = 6.0 GeV/c seems to be precise and reliable, when
UrQMD Monte Carlo is used. In addition, of course, we have our experimen-
tal measurement at p = 4.8 GeV//c which comes to confirm that prediction.

Our basic approach has been to fully simulate the KK~ background
as function of pair momentum, and include the simulated (Qr, Q1) spec-
trum in our standard y2-analysis, as a modification of the Coulomb 77~
spectrum. The term ajnce in expression (1) of reference [66] is replaced
by the term «ay(enk g + (1 — €)necc) where ng g are the normalized spectra
for KT K~. The fractions €(p) are determined from our experimental mea-
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surements, which follow the parametrization indicated in Fig. 1.28, which is
taken from reference [68].

M (%)
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Figure 1.28: Experimental measurements by DIRAC of the K™K~ /ntn~
ratio v at two different values of the average pair momentum, namely
2.9 GeV/c and 4.8 GeV/c. The UrQMD Monte Carlo prediction is shown
as the dotted line, multiplied by a factor 0.37.

Generation of K™K~ pairs is achieved, in the center-of-mass frame, by
means of the standard DIRAC atom pair generador [59] [70] after modifica-
tion of the Bohr radius in the Coulomb factor. Pairs are then boosted into
the DIRAC laboratory frame.

It should be noted that the experimental values of () determined by the
spectrometer (from the ARIANE program) are of course calculated under the
777~ hypothesis, and are subject to the standard kinematical cuts implied
by the trigger system. As a consequence, the () range for the center-of-
mass generator must actually be enlarged by nearly a factor 4, with respect
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to the standard trigger cuts, in order to cover completely the spectrometer
acceptance. This relativistic consideration enhances, in practical terms, the
level of the contamination by nearly that factor.

As we will see in section 3 and 4, the y?-analysis shows a significant
improvement after the KT K~ correction.

1.9.8 (@ acceptance correction

Accidental pairs have been used to calibrate the spectrometer acceptance as
function of @), due to non-uniform trigger efficiency. The ratio R between
Monte Carlo simulated non-Coulomb @);, spectrum and that obtained from
accidental pairs has been observed to be slightly non uniform. Since acciden-
tal triggers have undergone the same electronics readout chain as the prompt
data, this ratio has been used as a correction factor to the Monte Carlo, in
the analysis of (); spectrum. As it will be seen below, this is supported
by the fact that the corrected results are in very good agreement with the
analytical prediction based on the Sakharov factor for Coulomb pairs. This
ratio R has been determined not only globally but also in each individual
momentum interval. The correction has been smoothed by making linear
or polynomial fits in the region |Qr| > 10MeV /¢, with results indicated in
figure 1.29.
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Figure 1.29: Ratio between non-Coulomb Monte Carlo and observed acci-
dental ), spectrum in 10 different intervals of lab-frame momentum p

1.9.9 Target impurity correction

We analysed the existing data from the collaboration concerning measure-
ments, as well as calculations, of the effect on the breakup probability of the
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small impurity of the Vi target foil, from elements of lower Z values [71].
This work was used as the basis to perform a small (positive) correction to
the lifetime, which had not been done before in our analysis.

For the sake of easy comparison, we present our correction by quoting
the breakup probabilities (Pg,.) that would have been obtained in a pure Ni
target. An identical result for the pionium lifetime would be obtained, of
course, if we retained our unambiguous measurement of Pg, and used the
pionium propagation code in a contaminated target.

In order to check a possible dependence of the Pg, correction on the pair
momentum p, a simulation was done using the propagation code [59] having
Al as target foil material. The ratio between the two was plotted as function
of p, and the observed slope was 0.05/GeV . Given such small value, we con-
sider a sufficiently good approximation to apply the same correction factor
(1.014) in all momentum bins. When the experimental function Pg,.(p) is
re-fitted to the Monte Carlo prediction, a lifetime increase AT = +0.10 fs
is generically observed, very weakly dependent on the status of other correc-
tions.
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Chapter 2

Upstream Detectors
Alignment

The method used in DIRAC to get the |ag — as| measurement requires high
accuracy in the relative pion momentum components in the center of mass
system, and this only can be achieved after upstream detectors (MSGC and
SFD) alignment is done.

The DIRAC reconstruction code, called ARIANE [62], was used to read
the DIRAC files collected during 2002 and 2003 years. Two tracks per event,
asociated to the two pions, are reconstructed and some requirements to these
tracks need to be done to improve the alignment:

e Prompt events (events in time coincidence in the Vertical Hodoscopes).

e Tracks with hits in all MSGC layers and also in SFD-X and SFD-Y.

The alignment method used is an iterative method where each layer is
moved independently to center the residual (defined below) distributions.

The following parameters have been determined as output of the calibra-
tion procedure:

e 7 Euler rotations of each plane about the Z-axis (precise tunning of
the 6, angles).

69
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e 7 offsets of individual detector planes in the direction perpendicular to
the corresponding strips or fibres (position of the first strip).

e mean position in X and Y of the beam center.

In order to evaluate the upstream detectors parameters (offsets and Eu-
ler angles) we base on the non-correlated residuals of each MSGC and SFD
plane. Residuals are calculated as the difference between track extrapolation
to the desired plane and the coordinate of closest registered hit. Althought
in data selection and track recognition all available information is used, a
non-correlated residual distribution is determined by dropping individual de-
tector hits from the track fitting, avoiding biases from the studied detector
information. The SFD-U hit also is dropped in the fit.

2.1 Angle alignment.

The width and shape of the residuals depends on the spatial orientation of
the detector. In the figure 2.1 we show the dependence of the width of
residual with the variation of the angle in 3 mrad steps for the MSGC-X. A
clear minimun is observed and this is selected to be the correct orientation
of the layer. In the figure 2.2 the residual distributions for the nine angle
variation of the figure 2.1 are shown. It can be observed like the width and
also the shape change for diferent orientations of the layer.
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Figure 2.2: Residuals distribution for nine orientations of the MSGC-X layer.
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2.2 Position alignment

Residuals distributions calculated with the described method for MSGC and
SFD are fitted with a gaussian distribution, and mean value is used as es-

timator of the offset position for the detector with respect to the upstream
block.

After alignment jobs, typicall residual distributions are displayed in Fig.2.4,
meanwhile offsets are plotted in Fig.2.3 again for comparison purpose.
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Figure 2.3: Residuals (in pm) for the four MSGC planes in function of the
run number.
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Figure 2.4: Residuals (in pm) for the seven upstream planes. MSGC (SFD)
detectors are displayed at left (right) side.

2.3 Beam position

Coordinates of proton beam intersection with the target plane, plays an im-
portant role in the hit identification for tracks during the pattern recognition
procedure and to get a good description of lab-frame momenta of particles.

The beam spot coordinates are obtained for each run by making a gaus-
sian fit to the unconstrained intersection of fitted tracks with the target
plane.

In figure 2.5 the X and Y coordinates of this instersection are displayed.
They are showed in function of the run number. For comparison also is shown
the beam position stimated used only the information of the Drift Chambers
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Figure 2.5: Beam intersection with target plane (in X coordinate) determined
with upstream detectors (black) as function of the run number. In pink a
beam position estimation using only information from the drift chambers.
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Chapter 3

SFD Efficiency Using
MSGC-GEM for 2001 Data

The DIRAC upstream arm consists of three detectors, using totally different
technologies, namely the Microstrip Gas Chambers and GEM (MSGC), the
Scintillation Fibre (SFD), and the lonisation Hodoscope (IH). The first two
(MSGC+SFD) provide a tracker to measure accurately the pion pair separa-
tion, whereas the IH scintillator measures the double pulse-height expected
when the close-angle pair cannot be resolved by the tracker.

The amount of background noise in all three detectors is very high, as
we shall see, and this is posing a serious problem for the determination of
transverse momentum of the pairs, as well as for the recognition of the true
particles coming from the target foil. Of course, this problem translates itself
into uncertainty in the determination of pionium lifetime.

The ultimate origin of this strong background is surely the high intensity
of the proton beam. However the readout systems of these three detec-
tors have a totally different response in each case [41]. For SFD and IH,
the inevitable use of photomultipliers and light-guides so close to the beam
aggravates the noise conditions, despite the effective use of TDC'’s. Dis-
crimination of SFD signals is achieved by Peak Sensing Circuit (PSC). A
drawback of this (otherwise very effective) device is that when two pulses
arise from adjacent fibre columns, one of them is suppressed with probability
in the range 30-40% [41], thus degrading the double-track resolution of SFD.

r



78 CHAPTER 3. SFD EFFICIENCY USING MSGC-GEM FOR 2001 DATA

In the case of MSGC, the limited bandwidth in the pipelined readout (built
in 1997) originates an affective time gate of approximately 250 ns, which
increases significantly the hit multiplicity. The latter agrees perfectly well
with the expected performance of this detector when it was designed [72],
[73].

It is therefore clear that a precise tracking in the DIRAC experiment
cannot be achieved without fully exploiting the redundancy of the upstream
detectors in a systematic way. Cross-checking between these detectors is
essential, and every atempt to by-pass a real tracking procedure risks leading
to doubtful, or even erroneous, results. In any case, both the statistical and
systematic errors in the lifetime measurement will clearly reflect the tracking
procedure used.

What | present in this chapter is how the MSGC detectors can be used to
perform an unbiased assesment of SFD detector response, in terms of two-
particle and single-particle efficiency, as well as cross-talk. A conceptually
similar study to the one we present here was done by V. Yazkov [74] using
data runs from 2002 on, making use of the U-plane at 45° of SFD. However
such study could never be made with the 2001 data, due to the fact that U-
plane was not installed in DIRAC at that time. The results here can certainly
be compared with those of reference [75], obtained by means of IH detector
and drift chambers only. The agreement is reasonable, despite the intrinsic
difficulty of the latter analysis.

3.1 Tracking procedure and results

In order to evaluate the SFD-X detector all of its detector hits were removed
from the 2001 data sample, and the measurement of X-coordinate was done
using only MSGC detectors, together with the Y-coordinate provided by
SFD-Y. An identical procedure can of course be applied for SFD-Y (X),
reciprocally.

5-hit tracks are selected by requiring signal in MSGC X,Y,X",Y" plus SFD-
Y, and extrapolate them to the SFD-X plane. The full upstream tracking
procedure is used, taking into account multiple scattering detector correla-
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Figure 3.1: Distribution of SFD-X residuals(bottom) and residuals divided
by error(top), obtained from extrapolation of 5-hit tracks, fitted with vertex
constraint.

tions and vertex constraint [57]. Track pairs are matched with downstream
spectrometer tracks, using the standard procedure for full-tracking (F) in
ARIANE. Track pairs are furthermore required to be prompt (strict time co-
incidence with vertical hodoscope), to have momentum p > 2 GeV/c and
probability larger than 2%. The distribution of the residuals of the closest
SFD-X hit found, is given in figure 3.1. Track pairs then are divided into
three categories, namely:

a) those for which both the positive and the negative tracks contain a
SFD-X hit within 3¢ of track extrapolation. It may be the same hit,
when the pion pair is not resolved by SFD-X detector.

b) those for which one of the two tracks contains a hit within 30 window
and the other does not.
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c) those for which none of the two tracks contains a hit within +3¢
window.

In figure 3.2 the ratio between the number of events in each category
divided by the total is shown, as function of the distance between the two
hits measured by the MSGC's. | call them probability densities P(2), P(1)
and P(0), respectively.

The interpretation of P(2) and P(1) is that they map the double-track
efficiency and single-track inefficiency of SFD-X, respectively. This is so
because of the mismatch between the space resolution of MSGC and SFD
(2004m pitch improved by center-of-gravity determination for the first, dig-
ital readout and 430uum pitch for the latter), together with the fact that the
stereo angles of X" and Y' (£5°) enable smooth zero-crossing in X, due to
track opening in vertical plane.

In order to derive quantitative results about SFD performance, the exper-
imental data in figure 3.2 can be comparated with a Monte Carlo simulation
in which the SFD is made 100% efficient, and the PSC malfunction sup-
pressed. This prediction is also shown in figure 3.2 as a dotted line. The
enhancement of P(1) around zero distance indicates the ideal double-track
resolution of SFD, essentially determined by fibre pitch, whereas the differ-
ence between real data and ideal SFD Monte Carlo in the plateau regions
(left and right) shows constant SFD single-hit inefficieny . | define this dif-
ference to be 2(1 — ¢), where € is SFD efficiency (likewise, the difference in
P(2) is 2¢). The non-zero values of P(1) in the plateau region for the ideal
SFD Monte Carlo are determined by background noise in MSGC detector
and to a lesser extent by far-away hits in SFD that scape the 30 cut due to
tails of multiple scattering. The result for a Monte Carlo with null MSGC
background and ideal SFD is also shown in figure 3.2. Details about this
background simulation are given in the next section.
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Figure 3.2: Distribution of two-particle ratios P(2) (top), P(1) (central)
and P(0) (bottom), according to the definition given in the text, for SFD-X
detector. Prompt data from 2001 are shown by black crosses. Blue dotted
line is Monte Carlo with ideal SFD and red dashed line is Monte Carlo with
full simulation and optimised PSC threshold. Green dotted line (lowest in
P(1)) shows Monte Carlo prediction with null MSGC background and ideal
SFD.
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P()

Figure 3.3: Distribution of two-particle ratio P(1) according to the defini-
tion provided in the text. The black crosses corresponds to 2001 real data,
the filled grey line to ideal SFD Monte Carlo, and the red and blue lines
correspond to +5% variation of MSGC background.

According to the definition, we determine ¢ = 97.4 + 0.2% to be the
average efficiency of SFD-X. All 2001 Ni 24 GeV/c data runs were used for
this analysis. Similarly we determine € = 97.5 4 0.2% for SFD-Y. The main
contribution to the error is believed to be systematic, and it is attributed
to the precision in the description of MSGC background noise. A conserva-
tive 5% variation of average hit multiplicity has been considered for this
purpose, and further enlarged by a factor 2. The corresponding variation of
P(1) is illustrated in figure 3.3.

Now the PSC threshold parameter has been changed in SFD simulation



3.2. MONTE CARLO SIMULATION OF MSGC BACKGROUND NOISES3

(see FFREAD datacards in ARIANE 304-36) in order to achieve best agree-
ment between Monte Carlo and real data. In fact, the results of figure 3.2
show that good agreement can be found (with parameter value 1.5) for P(2)
and P(1). Variations in the level and shape of SFD cross-talk do not make a
visible change in previous figures, neither moderate variations in SFD back-
ground noise, although P(0) is more sensitive to the latter. Note that the
central enhancement observed in P(0) distribution with real data appears
to be described by Monte Carlo. In this respect our results seem to differ
slightly from those of reference [74]. Figure 3.4 shows the corresponding
result for SFD-Y.

3.2 Monte Carlo simulation of MSGC back-
ground noise

As we have seen MSGC background is, for this particular study, quantita-
tively at the same level as SFD inefficiency. Therefore, like in the pionium
lifetime measurement, it is important to have control on the accuracy of the
simulation procedure, which we describe next.

The source of MSGC background is real particles that cross the detector
outside the trigger gating time. Pipeline delay was adjusted at installation
time so that maximum pulse-hight is obtained within the experiment trigger
gate, and it decreases by approximately a factor two at the borders of the
250ns time acceptance.

Clusters (or hits) are defined as a continuous set of strips above threshold.
Monte Carlo simulation takes into account the following aspects:

1) cluster strip-multiplicity and pulse-height pattern within a cluster
2) clusterisation code
3) detector-correlated hit multiplicity

4) space correlations within the same detector (pair production, showers)
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5) absence of space correlations between different detectors (when trigger
particles are removed)

In all cases mentioned, an average of all Ni data spectrometer runs from
2001 has been used as input for the simulation code. For the first item,
all information is encoded from real data under the form of dedicated input
histograms initialised by ARIANE. For the second, the same clusterisation
routine is used as in ARIANE reconstruction. Concerning the third item, hit
multiplicities are also input from experimental data, but under the form of
4-fold correlation matrices, so that 4 multiplicities for X,Y,X",Y" detectors
are generated jointly.

As far as item 4 is concerned, it is observed that a fraction of close-hit
pairs are produced near the detector frames, outside the acceptance of the
drift chambers. Therefore we focus our simulation for those MSGC hits that
actually lie on the path of the extrapolated drift chamber tracks. So we
define a hit multiplicity N, as the sum of all hits found within a 30 cut
around the extrapolated coordinates of positive and negative tracks to all
MSGC detectors. The same momentum-dependent o is used here as for the
matching procedure in ARIANE reconstruction [57].

The observation mentioned in item 5 was demonstrated by showing that
events with one-sided activity in X-coordinate did not have corresponding
activity in X' (likewise for Y and Y'), when hits from real trigger tracks
were removed. Therefore simulation of space correlations appeared to be
unnecessary.

We should mention that, because of the non-linear response of the clus-
terisation routine, which combines near-by particles together at large particle
densities, the simulation procedure generally requires several iterations to
converge. The final results for simulated MSGC hit multiplicities are illus-
trated in figure 3.5.

3.3 Conclusions

We have determined the single-hit average efficiency of SFD-X and SFD-Y
detectors for Ni 2001 data runs, and also evaluated the double-track reso-
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lution of these detectors, using MSGC planes X,Y,X', and Y'. The results
obtained demonstrate that, despite the strong noise conditions in DIRAC
upstream arm (IH, SFD and MSGC), pion pairs can be unambiguously mea-
sured provided full tracking information is used.

The following points have been demonstrated:

e DIRAC spectrometer double-track resolution is basically determined by
MSGC detector

e PSC malfunction is totally circumvented by the use of MSGC's
e ARIANE F-tracking performs well both at long and short distances

e GEANT-DIRAC Monte Carlo simulation performs rather accurately for
all critical functions, such as MSGC background, PSC simulation, as
well as SFD and MSGC digitisations

It is shown in particular that the problem originated by SFD single-hit
inefficency at large angles (fake close pairs) can be effectively reduced by
use of MSGC's. Overall tracking resolution for critical kinematic variables
for lifetime measurement will be reviewed elsewhere.
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Figure 3.4: Distribution of two-particle ratios P(2) (top), P(1) (central), and
P(0) (bottom), according to the definition provided in the text, for SFD-Y
detector. Prompt data from 2001 are shown in black continuous line, whereas
red dotted line indicates full Monte Carlo simulation, as in figure 3.2.
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the text. Coloured crosses are the Monte Carlo simulations described in the
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Chapter 4

Multiple Scattering in
Upstream Detectors

Knowledge of multiple scattering in DIRAC experiment is important because
it determines () resolution when Monte Carlo is used to extract the narrow
signal from atom pairs. The upstream radiation length fraction is specially
critical for Q7 resolution.

Chemical specifications, precise thicknesses and difficulty of very detailed
geometry of components of SFD and MSGC detectors do not allow an "a pri-
ori" knowledge of the material contribution better that roughly 10%. There-
fore measurements must be made with real data, in order to attain the
percent accuracy level.

The four MSGC high resolution detectors placed at 2.5 m from the target
foil, together with the GEANT [76] tracking capability using Moliére theory,
provide a clean determination of multiple scattering fluctuations to this ac-
curacy. Using tracking detectors to evaluate their own multiple scattering
is the natural and standard way to do this job. The tracking tools were
implemented in reference [57].

The obvious idea is to exploit the fact that real 77~ prompt interactions
come from a single mathematical space point (of nuclear size dimensions),
and to use beam unconstrained track fitting to study the error.

89
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4.1 \Vertex resolution analysis

A vertex position has been defined inside the target plane by coordinates
(1 — @3 , Y1 — Y2) where x5 are extrapolated X-coordinates for positive
and negative tracks (likewise for v, ) that pass the standard ARIANE re-
construction procedure, with full tracking. By taking the differences, the
measurement becomes insensitive to fluctuations of track origin within the
beam profile. Such fluctuations become uncorrelated only in the case of ac-
cidental pairs, where each track originates from an independent interaction.

In this analysis, prompt pairs (by time-of-flight cut) were selected, in
order to make sure that multiple scattering and, to a much lesser extent,
detector resolution, are really the dominant contributions to the vertex error.

A gaussian fit was done to the vertex distributions in X and Y projections
in seven bins of track momentum, in the range from 1.5 GeV/c to 3.5 GeV/c.
It is worth noting at this point that, as a standard part of the track fitting
procedure, far-away hits with respect to the track are removed by a 3o cut.
Only 6-hit track were retained for this analysis.

In order to make a meaningful comparision with the Monte Carlo with
prompt pion production, a 10% fraction of the vertex distribution observed
with accidental pairs has been subtrated at each momentum bin. This point
will be discussed in more detail in section 3.5 below.

The gaussian fit to the vertex distribution appears to be good in the
central region, while small tails are observed at fixed momentum. These are
a consequence of Coulomb large-angle scatters, as well as possible reminders
from accidentals and decays. The fits were consistently performed in the
region £20, in order to minimise the impact of the tails. For illustration,
we show in figure 4.1 the vertex distributions in X and Y projections for the
maximum and minimum momentum bins.

Please note that pattern recognition of individual tracks (which takes
place prior to track fitting) requires the presence of MSGC and SFD hits
within a pointing geometry with respect to the beam intersection with the
target foil. Space windows used are explained in some detail in reference [57],
and they are sized (analytically) in order to catch the interaction signal within
aproximately 2.50 from the predicted value, while removing at the same time
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decays and other background sources outside spotted region. This cut has
been tightened for this study, for the reasons mentioned above.

We have calibrated the mean vertex position for different run periods in
2001, and found that its time dependence is strongly correlated with that
observed from direct drift chamber alignment with respect to the beam.
Although this is irrelevant for the difference ;1 — x5, this calibration was
indeed taken into account for track pattern recognition.

The evolution of fitted o values with momentum, after subtraction of
accidentals, is plotted in figures 4.2 and 4.3. These are called in the fol-
lowing vertex resolutions. Empirically, we have parametrised the momentum
dependence of vertex resolution by the function ¢ = a + b/p, which provides
an excellent description of the data.

Now the results obtained with the full 2001 24 GeV/c data sample (94um
Ni target) were compared with the GEANT-DIRAC Monte Carlo using stan-
dard geometry files, 94um Ni target thickness, and specific material con-
tributions for MSGC and SFD detectors as indicated in tables 4.1 and 4.2.
The values of A, Z, density p and thickness for each simulated material
layer, which are the real input for GEANT-DIRAC, are given in the first four
columns of this table.

It is important to recall here that the default version of GEANT program
[76], (which is the one used by GEANT-DIRAC [61]), makes use of the
Moliére theory of multiple scattering, which operates at every step during
the tracking, subject to the condition that the parameter ) is greater than
20. g represents the number of scatters that take place in a given step
length ¢, according to the expression:

Qp = bcé
where
b = 6702.33pZ.c\Zp~Zx/2)
with

422%%%+U
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Figure 4.1: Vertex distributions in X and Y projections. Only the minimum
(p < 1.60GeV /¢, top) , and maximum (p > 3.25GeV /¢, bottom) momen-
tum bins of figure 4.2 are shown. GEANT Monte Carlo is superimposed for
the optimum 6, found.
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Zy=3" %Zi(ZZ- + 1)logZ, /3

’ i OZZZ' 2
Zy =% %Zi(Zi + Dlogll +334(=*) |
where p; are the proportions by weight of atom type ¢ with atom number
Z; and mass number A;, within a compound made of ¢ = 1, N different
elements. (3 is the particle velocity and « the fine structure constant.

i

In the setup of DIRAC upstream detectors, the condition €2g > 20 is only
violated (in a significant number of steps) in air gaps and MSGC DME gas,
where GEANT is forced by the volume size to take a too small step size, in
proportion with 1/p. In those cases, a precise parametrisation is performed
by GEANT, called plural scattering [76]. | do not enter here into a more
detailed discussion of this part, because the impact of those cases in the
overall scattering angle is, in any case, negligible.

More important is that the concept of radiation length X [77], usually
related to the multiple scattering angle 6, by formula [78]:

13.6MeV | t t
0p = ———/—[1 +0.038 log(— 4.1
ey b o(5) (@)

is not actually used by the Monte Carlo realisation of the Moliére theory in
GEANT (as it is very well explained in [76]) due to the fact that the scattering
angles through consecutive small steps do not add up in quadrature in this
theory. Instead, GEANT Monte Carlo calculates the scattering angle 6
through a given material step ¢ according to detailed parametrisations of
the exact Moliére theory, corrected for finite angle scattering as described
by Bethe. These parametrisations depend only on the quantities specified
in the first four columns in tables 4.1 and 4.2, apart from pion energy and
velocity.

For the sake of comparison with other approaches, one may however wish
to make the approximation of obtaining an equivalent radiation length X
from the effective A, Z and p input values given to GEANT-DIRAC in tables
4.1 and 4.2. In order to do so, we may use for example the formula due to
Dahl [78]:
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716.4gcm™2A
Z(Z + 1)log(287/VZ)p

and the result of this exercise is indicated in the last two columns of ta-
bles 4.1 and 4.2, where the values of X and X, % fraction (corresponding

(4.2)

0:

to real thickness) are given for each tracking medium. Following this approx-
imation, a total radiation length can be obtained by adding the contributions
of individual layers in each MSGC and SFD detector, which is also presented
in the last raw !.

The vertex resolution falls short with these parameters with respect to
the one observed with real data, as illustrated in figures 4.2 and 4.3. The
difference is very appreciable.

The most obvious interpretation for this difference is that the average
radiation length fraction for upstream detectors is underestimated by the
Monte Carlo. In fact, the data were provided by detector builder groups,
and most of the materials are composites for which chemical composition is
uncertain with accuracy better than 10-20%. In addition, the list of small
components in GEANT is never complete, and approximations have been
made to simplify the geometry. On the other hand, both purity and thickness
of the 94um target foil were subject to specific controls, so | did not assume
that they should be changed. In any case, our analysis was restricted to
the 94 um data sample (in correspondance with the Monte Carlo input),
leaving aside the 98 um data. | do not include the lonisation Detector (IH)
in this particular definition of upstream detectors, since obviously it cannot
be responsible for the discrepancy, being located past the SFD.

In order to check whether this hypothesis is correct, the average multi-
ple scattering angle was increased, which | call 6, in all upstream detectors
(excluding the target foil, which is well measured) by 12%, 13.5%, 15%,
16.5%, 18% 19.5% and 21%, and re-processed all GEANT-DIRAC tracking.
The output for every dataset (40 buffer files of 50000 events each) is avail-

lthese one-detector values ( 55.45 x 10~* for MSGC and 83.79 x 10~* for SFD-X) can
be compared with those obtained in reference [79], namely 53.86 x 10~* for MSGC and
83.36 x 10~ for SFD-X, with a specific definition of equivalent Xy, outside the GEANT
framework. Comments about this result will follow in section 6.
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able for use by ARIANE, so that detector digitisations and/or reconstruction
procedures may be easily changed afterwards.

A good description of the data is in fact achieved by the Monte Carlo
with 15% increase in 6, both in normalisation and in momentum derivative,
as it is illustrated in figures 4.2 and 4.3. In fact, in order to measure the
agreement between each Monte Carlo hypothesis of 6, and the prompt data,
a x? has been defined as:

2 ( ; )
X = - - 4.3
zz': (Ad? 2+ (Aaﬁwcf (43)

where i runs over seven bins of track momentum in each projection (X or
Y). The evolution of x? as function of Afy/0 is shown in figure 4.4 for X
and Y projections separately. Note that Afy /6, indicates the relative change
in the mean multiple scattering angle f, with respect to the nominal (0%)
values indicated in tables 4.1 and 4.2.

A minimum x? (after parabolic interpolation) is found in X projection at
approximately +16.5% and +14.5% in Y. A systematic error is estimated
in £+ 1.5% from the figures, and from the relative consistency between both
projections. This point will be confirmed by the studies made in the following
section. It applies to a mean observed deviation of +15%.

The vertex distributions for the best Monte Carlo fit are also compared
in figure 4.1 with real prompt data, and excellent agreement is found. Al-
though maximum and minimum momentum bins were chosen for illustration,
agreement is equally good in all momentum bins.

Let me clearly point out that this Monte Carlo corresponds to the stan-
dard 77~ Coulomb-correlated generator input, as it is used for the lifetime
analysis, where a good description of Q7 and @), is essential.

4.2 Checks on systematic effects

Let us now review other aspects of the GEANT-DIRAC Monte Carlo simula-
tion and reconstruction, apart from the upstream radiation length fraction,
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that might be unrealistic and could perhaps explain the observed deficit in
vertex resolution.

4.2.1 Track fitting procedure

The vertex resolution deficit observed with the standard GEANT-DIRAC
Monte Carlo does not depend on the particular choice of track fitting proce-
dure that it is adopted. In fact, there are two (ARIANE selectable) mathe-
matical procedures that have been used:

A) simple straight-line fit
B) multiple scattering correlated fit

Both of them perform a least-squared method to minimize the track 2,
and are described in detail in reference [57]. In method A, the detector
covariance matrix consists of only diagonal terms, namely the inverse of
the squared intrisic resolutions of the seven upstream detectors (6 in 2001
configuration). In method B, momentum-dependent non-diagonal terms are
added in order to describe multiple scattering correlations between detector
elements, as well as diagonal terms describing particle propagation through
multiple thin layers. In both of them, detector resolutions are input to the
program, and need to be known "a priori". As we shall see, the fitted track
parameters depend on those only at second order.

The fit results are (in both cases) insensitive to an overall covariance
matrix normalization factor. As a consequence, in method A a global scale
factor on the MSGC and SFD resolution hypothesis is irrelevant. Only the
ratio between the two is significant, which is approximately given by a factor
2, according to their respective pitch distances. In method B, the radiation
length fractions of individual detector elements are given as input for the cor-
relation matrix (values indicated in reference [41] were used for this purpose),
as well as particle momenta determined by ARIANE event by event.

Figures 4.5 and 4.6 show a comparison between vertex resolution ob-
tained with methods A and B, for the same hypothesis of detector resolu-
tion, in X and Y projections respectively. One can see that the differences
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between the two methods are small, due to the fact that in a given projec-
tion there are only 3 effective detectors subject to correlation (for example,
X,X',SFD — X), which is the minimum in order for the formalism to
be effective. Method B simply provides a slightly better resolution at low
momentum, better appreciated in X.

Now figure 4.7 shows the effect of changing the ratio oyt4/0sgc from 1
to 4 in method A, and figure 4.8 the effect of changing the average radiation
length in all detector layers by + 50 %, in method B (leaving detector
resolutions unchanged). Both changes are very extreme (by far inconsistent
with our knowledge of those parameters), but nevertheless their impact on
vertex resolution is minor.

In summary, it has been shown that differences due to the tracking pro-
cedure are themselves smaller that the observed resolution deficit, therefore
it is excluded that they could explain it. Although we reported here (for
brevity) the results obtained with real spectrometer data, we observe exactly
the same trend with Monte Carlo data.

After consideration of the previous results, we have adopted method A
as the baseline for our analysis, consistently throughout this note. Clearly
the issue is not having the best resolution, but rather being more sensitive
to multiple scattering and insensitive to tracking details, particularly when
the amount of matter is itself subject to evaluation.

4.2.2 MSGC clusterisation
The second aspect of Monte Carlo simulation that we have analysed in detail
is whether MSGC ARIANE digitisations (i.e. cluster strip multiplicities and
charges) might be wrongly simulated. In other words, whether the description
of detector resolution parameters of MSGC might influence the results. Of
course, it is quite clear that with a single-hit resolution of 50um [41] this
influence is bound to be small as compared to multiple scattering, given
the detector geometry. In any case, here again the Monte Carlo is severely
constrained by the real data which are used as input.

For illustration, we show in figure 4.9 the prediction for vertex resolution
under the assumption that all cluster sizes were equal to one microstrip and
that all were equal to two microstrips. The microstrip multiplicity distribution
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is indicated in figure 4.10. It is clear that both asumptions are extreme, in
relation with the precision of the digitisation code. However, the changes
induced are very small.

The conclusion of this study is that strong variations in the intrinsic reso-
lution of MSGC cannot explain the observed discrepancy in vertex resolution,
and hardly change the Monte Carlo prediction.

4.2.3 MSGC background

Noise level is quite strong in both MSGC and SFD detectors. Because the
vertex resolution relies mostly on the MSGC, we have studied the influence
of changing the MSGC background conditions on the previous results.

The general characteristics of MSGC background are described in refer-
ence [80], together with the simulation tools used. It is important to note
that this simulation is totally constrained by the observed hit multiplicities.
We show in figure 4.11 (bottom part) the number of MSGC hits found within
a 3o road around drift chamber tracks, for each detector plane, together with
Monte Carlo simulation. The full 2001 data sample is included, in order to
account for possible run-to-run variations. As it can be appreciated, the sim-
ulation quality is excellent. Not only average values are described, but also
multiplicity shape is correctly reproduced.

We show in figure 3.5 the vertex resolution obtained after £+ 10% variation
of average hit multiplicity, as compared with the observed average values. For
reference, we also show the prediction for null MSGC background. It is clear
that significant changes on noise conditions hardly change the result. The
extreme hypothesis of null background clearly illustrates the effect of noise.
At low momentum (where search windows are larger for multiple scattering),
the probability for noise hits to enter the track is higher, given the fact that
pattern recognition uses the calibrated beam spot center. Therefore, the
vertex resolution becomes artificially improved.

We conclude that a wrong simulation of MSGC background does not
significantly change the observed deficit in vertex resolution.
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4.2.4 SFD background

In figure 4.12 we show the vertex resolution obtained with SFD background
removed, as compared with the one with nominal parameters. Although the
background level (under control of ARIANE via flux and cross-talk parame-
ters) is high, its influence on vertex resolution is negligible (both in X and
Y). This is understood, since noise SFD hits will not be followed by MSGC
hits in front, and the track will not be reconstructed (let us recall that 6-hit
tracks were selected in this analysis).
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Figure 4.2: Vertex resolution in X-projection, as function of track momen-
tum. Full circles are real prompt pairs (accidentals subtracted), and open
circles the best Monte Carlo option illustrated in figure 4.4. Open trian-
gles show the prediction from the standard GEANT-DIRAC, with material
definition as in tables 4.1 and 4.2.
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Figure 4.3: Vertex resolution in Y-projection, as function of track momen-
tum. Full circles are real prompt pairs (accidentals subtracted), and open
circles the best Monte Carlo option illustrated in figure 4.4. Open trian-
gles show the prediction from the standard GEANT-DIRAC, with material
definition as in tables 4.1 and 4.2.
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Figure 4.4: x* between real data and Monte Carlo (as defined in the text) as
function of increased average multiple scattering angle in upstream detectors,
for X (left) and Y (right) projections. Only points near the minimum are
shown.
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Table 4.1: Tracking medium data used by standard GEANT-DIRAC for one
generic MSGC detector. There are four identical planes.

Material A Z p(g/cm?)
DME 25.95 12.02 1.85x1073
DESAG(x2) | 25.75 | 12.52 2.51
Copper(x2) | 6354 | 29.00 8.96
Kapton(x2) | 12.70 | 6.36 1.42
Material | t = Az | Xo(em) | t/Xo(x107%)
DME 25.95 0.200 14540.
DESAG(x2) | 0.0231 | 9.877 23.39
Copper(x2) | 0.00050 | 1.469 3.404
Kapton(x2) | 0.00250 | 28.91 0.8647
Total 55.45x4=221.8

Material A Z p(g/cm?)
Polystyrene | 11.16 5.61 1.032
Paint(x2) | 18.08 | 8.77 1.26
Cobex(x2) | 13.94 | 6.90 1.35
Material | t = Az | Xo(em) | t/Xo(x107%)
Polystyrene | 0.250 43.55 57.40
Paint(x2) | 0.01465 | 26.23 5.585
Cobex(x2) | 0.022 | 28.91 7.600
Total 83.79x2=167.6

Table 4.2: Tracking medium data used by GEANT-DIRAC for one SFD
detector. There are two identical planes, X and Y (in 2001).
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Figure 4.5: Comparison between the vertex resolution in X projection ob-
tained from fitting methods A (full circles) and B (open circles) described in
the text. Detector resolutions were 260 um for SFD and 116pum for MSGC.
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Figure 4.6: Comparison between the vertex resolution in Y projection ob-
tained from fitting methods A (full circles) and B (open circles) described in
the text. Same conditions as in figure 4.5.
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Figure 4.7: Comparison between vertex resolution obtained (in method A)
from different hypothesis for the ratio of detector resolutions os¢q/0msge

namely 2 (line). 4 (dashed) and 1 (dotted).
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Figure 4.8: Comparison between vertex resolution (X-projection) obtained
in method B from different scale factors on overall radiation length detector
fractions in covariance matrix. Continuous line and full circles corresponds
to the standard setting, dotted line to scale factor 1.5 and dashed line to
scale factor 0.5 (note scattering angle scales with the square).



108CHAPTER 4. MULTIPLE SCATTERING IN UPSTREAM DETECTORS

035 [
03 [

025

02 F

R RS H S B S B
0'151 1.5 2 25 3 35 4

p (GeV/c)

—0.45
£ F

035 [
03 |-
0.25 [

02 F

R S RS H S B B
0'151 1.5 2 25 3 35 4

p (GeV/c)

Figure 4.9: Comparison between vertex resolution obtained after variation
of the MSGC cluster size shown in figure 4.10. The full circles and line
correspond to the standard digitisation, where real multiplicity is simulated.
Dotted/dashed lines are obtained with all clusters having one/two microstrips
only.
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Figure 4.10: Distribution of microstrip multiplicity (cluster size) of MSGC
hits in real 2001 data. Black dashed line includes background hits, whereas
red line only those that belong to tracks.
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Figure 4.11: Comparison between vertex resolution (X-projection) obtained
after variation of MSGC background level. Open/tull triangles indicate +/-
10% variation of MSGC average hit multiplicity, with respect to the observed
(standard) values in figure ??7. Open circles show the case where MSGC
background is totally removed (lines are also shown in all cases, following a
fit to a + b/p parametrisation).
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Figure 4.12: Comparison between vertex resolution in X (top) and Y (bot-
tom) obtained from standard simulation (full circles) and simulation with

SFD background removed.
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4.2.5 Beam spotsize and accidental pairs

In order to make an accurate comparison between spectrometer data and
77~ Monte Carlo, we have corrected the prompt experimental data to
account for the approximately 10% background of accidental pairs which
can be determined from observation of the precision time-of-flight spectrum.
In fact, vertex resolution (determined by the MSGC's) is sensitive to the
presence of fluctuations of track origin within the beam dimensions, as they
are expected to happen with accidental pairs. This is illustrated in figure
4.13, where prompt pairs are compared with accidentals. The difference
is more significant in the vertical projection, where the beam dispersion is
significantly larger.

In the results presented so far, a 10% fraction of the observed vertex
distribution for accidental pairs was subtracted bin-by-bin from the prompt
distribution, before the Gaussian fit is done, at every momentum interval.
The actual effect of this subtraction is quite small, even in vertical projection.
It should be recalled that only the central part of the vertex distribution
is fitted to a Gaussian (see figure 4.2). We have cross-checked that the
observed behaviour with real data is indeed well understood by a specific
Monte Carlo made for accidental pairs, where the beam dimensions can be
changed.

The beam spotsize can be determined using only experimental data, by
fitting the points in figure 4.13 to the expression o, , = \/A%y + B2, /p?,
where the A, , parameter represents momentum-independent fluctuations
(detector resolution and beam size), and the B,, parameter those from
multiple scattering. By taking the differences \/A2 — A2, mpt We can esti-

acc
mate the beam dimensions, and the results are indicated in table 4.3. They

are in reasonable agreement with those of reference [81]. It is remarkable
that, despite the strong variation from A, to A, for accidental pairs (due
to beam width), the values of B, and B, are hardly different, as expected.
Note the data cover the full 2001 data period with Ni 24 GeV/c beam.
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Table 4.3: Fitted values for A and B from prompt and accidental pairs, and

beam spot sizes o, and o, determined from A parameters. Note that only

statistical errors are quoted here.

A, (cm) B, (cm-GeV/c) A,(cm)

By, (cm-GeV/c)

Prompt
Accidentals

0.1334+0.002 | 0.552+0.003 | 0.154=+0.002
0.150+0.002 | 0.552+0.003 | 0.25240.001

0.5704-0.003
0.547+0.003

o, (cm) oy (cm)
0.069 £ 0.005 | 0.204 £ 0.002

4.2.6 Long lifetime particles

The strong time coincidence, achieved with precision time-of-flight counters
for prompt pairs, may still correlate pion pairs from the same proton inter-
action, where one of them is actually the decay product of another particle,
with delay shorter than 0.9 ns. It is in principle possible that those long-
lifetime decays (no larger than 10% , as determined by the pionium analysis
program) gave a wider transverse vertex distribution, and that this effect
might be the explanation of the resolution shortfall.

We have made a simple check, by selecting only pairs where one of
them has a muon tag, determined by the coincidence of muon counters
and pre-shower detector signals. The vertex resolution from those events
(100% muon tagged) is compared with the standard one from prompt pairs
(where muon tagged events were vetoed) and it is shown in figure 4.14. The
observed muon fraction (rejected by standard ARIANE reconstruction) is
about 10%, in agreement with expectation, and the lab momentum spectra
are compared in figure 4.14, showing a softer muon spectrum, probably due
to neutrino emission. Despite the fact that pion lifetime is larger than any
other possible long-lifetime resonance contribution, the vertex distribution is
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hardly distorted in the tranverse direction. Note should be taken that the
Q1 < 4MeV/c cut avoids large-angle tracks by construction, no matter how
large the resonance mass can be. So it is clear that a possible explanation
of resolution deficit by long-lifetime decays can be safely excluded.

4.3 Conclusions

The following conclusions can be derived from the analysis presented in this
note:

1) The average multiple scattering angle in upstream detectors is under-
estimated by standard GEANT-DIRAC Monte Carlo by 15 + 1.5 % .
Wrong values were therefore used as the baseline analysis for DIRAC
lifetime publication [5], which needs to be revised, both for real values
and for systematic error analysis. The results agree with our presen-
tation to the collaboration made on February 19. We find no other
possible interpretation of the vertex resolution data analysed here.

2) Measurements of multiple scattering angle from a dedicated setup us-
ing drift chambers have been reported [79]. We did not find in this
publication a direct comparison with GEANT-DIRAC Monte Carlo for
the detectors under test, but rather a determination of an equivalent
radiation length based upon a three-Gaussian fit 2 . Since this is far
from being the approach followed by GEANT, we see no way to derive
conclusions from the approximate equality of the equivalent radiation
lengths found in [79] for MSGC and SFD-X and those quoted in tables
4.1 and 4.2. Apart from the fact that the usual radiation length frac-
tion concept, as illustrated for example in formula (4.1), is not used
in any of the two approaches, the definition of equivalent is different:
in one case, it arises from the three-Gaussian fit, and in the other

2it is interesting to remark that this equivalent radiation length of pure elements like
Ni and Al are larger than those reported by the Particle Data Group [78] by factors 1.15
and 1.20, respectively.
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from utilisation of Dahl's formula (4.2), actually outside the GEANT
tracking framework.

We find no sign of poor performance of GEANT-DIRAC tracking, using
Moliere-Bethe theory, after having rescaled the average multiple scat-
tering angle in upstream detectors. On the contrary, after this rescaling
(which is mathematically equivalent to a redefinition of average A,Z
and/or small thickness or geometry changes), the performance is really
good in all critical distributions such as momentum and opening-angle
dependence of vertex resolution. This is the simplest and most effec-
tive solution, since what the DIRAC experiment needs is an accurate
description of Q7 resolution in 77~ phase space, and this goal is fully
achieved, as it has been demonstrated.
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Figure 4.13: Comparison between vertex resolution observed for prompt pairs
(black) and accidental pairs (open) of 2001 data period. Top figure refers
to X-projection and bottom figure to Y-projection.
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Figure 4.14: Comparison between vertex resolution observed with prompt
pairs having muon tags removed (full circles) and pairs with only muon tags
(open circles). X and Y projections are shown separately. The bottom figure
shows the momentum spectra for the corresponding prompt (black) and
muon-tagged (red) pairs, with equal normalisation.
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Chapter 5

Study of Kaon Contamination
in DIRAC

5.1 Determination of the K*n7 /r"7~ ratio

In order to understand the physics of strangeness production in proton-Ni
collisions in DIRAC (at 24 GeV//c proton momentum), particularly in 2001
data runs, we have determined the momentum dependence of the observed
K*n~ and K~ 7" signals, normalized to the semi-inclusive 7" 7~ production.
The results obtained were compared with the UrQMD Monte Carlo [69], with
special emphasis in checking whether the momentum derivative is correctly
described by this relativistic model. In the following, we shall denote these
by ratios 7} = K*n~ /ntr~ and rg = K7 /nt 7.

The TOF detector (Vertical Hodoscopes) is sufficiently precise to provide
a clear K* signal from the time difference At = t_ — t, between the two
hodoscopes [82], once the pion mass hypothesis is made in the (F) arm,
opposite to the charged kaon under search. The best K™ signal analysis is
provided by the invariant mass squared, according to the expression:

2
L_ M2 cAt
M2 =p (L—+ 1+p—2_“—CL—+> -1 (5.1)

and similarly M2 for K, after overall sign flipping in the above expres-
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sion. L and p. are the respective pathlengths and momenta, in each arm.
Invariant mass resolution degrades with increasing momentum of the anal-
ized particle py, which is equivalent to increasing momentum of the sum
p = py + p_, given the fact that the trigger structure makes positive and
negative momenta nearly equal. We have analized both the positive and
negative kaon mass spectra in 11 200MeV/c bins of the pair momentum
p, as it is shown in Figs. 5.1 to 5.11. It can be appreciated that mass
resolution is still good enough up to pair momenta of 5.0 GeV/c. Guided
by the observed spectra, we have parametrized the signals by a two-gaussian
fit added to a polynomial background, for each momentum bin. The 717~
signal (which is observed at M?), was also analysed in this way, using the
same two-gaussian parametrization as for the K*7¥ signal, as expected from
the approximately equal resolution. The ratio r~ found after background
subtraction at each momentum bin, is displayed in Fig. 5.12 as function
of pair momentum p. The analysis shown in the previous figures includes
the full Ni 2001 data sample, with normal physics runs, as it was used for
pionium lifetime analysis [66]. In the 3 lowest momentum bins the statistical
errors were slightly increased (by factors 2.5,2.3 and 1.8 for K~ and 2.0,1.9
and 1.2 for K), in order to cope with a small systematic discrepancy with
respect to the parametrization at the left side of both the K7~ and K—7*
signals, nearly invisible in the figures. Such increase was not needed in the
other bins, the x? values being excellent in all cases.

Fig. 5.12 shows a clear rise of both 7} and rj ratios as function of
momentum. In addition, the K signal is very significantly larger than the
K, by afactor 2.75 on average. We have studied whether this behaviour can
be understood by the strangeness production model in the UrQMD Monte
Carlo, and for that purpose we evaluated both the physics output of the
model, as well as the DIRAC spectrometer efficiency, particularly important
because of the K* longer lifetime as compared to w7 —.

This was done in two steps:

a) 2049 million pNi events were generated at proton momentum 24 GeV/c
(using UrQMD version 1.3) and all K7, K~7t and 77~ pair combina-
tions were selected in the final state, after requiring 4.5° < 6 < 7.0° where
0 is the angle between the vector sum of the particle momenta and the in-
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coming proton direction. The ratios K7~ /7Tn~ and K7t /ntn~ are
plotted as function of pair momentum p in Fig. 5.12. A cut Q < 30MeV/c
was applied to the center-of-mass momentum (), calculated in the 77~
hypothesis irrespective of particle masses. An additional momentum cut
1.3 GeV/c < py— < 5.0 GeV/c was applied for each track.

The UrQMD time parameter [69], which governs the hadron physics,
was fixed to ¢t = 20fm/c. In order to take into account the contribution of
weak decays into both K* and 7%, we have implemented an interface with
the PHYTIA/JETSET program by which mesons and baryons are weakly
decayed. The correction with respect to the undecayed spectra is small
(aproximately 5%).

b) in order to evaluate the spectrometer efficiency, we generated 7+ K~
events using the standard DIRAC generator for Coulomb pairs (including the
correct Coulomb factor with K Bohr momentum) and processed them first
through the GEANT-DIRAC interface with the correct particle asignment
(lifetime in particular), and later reconstructed them with the same version
of the ARIANE program as it was used for the experimental data, under
the cuts Qp < 22MeV/c (of course calculated in 757~ hypothesis) and
Qr < 5MeV/c. The momentum spectrum of reconstructed K*7F events
was determined, and divided by that of the generated events, in order to
determine the spectrometer acceptance efficiency function. The same oper-
ation was done for 77~ pairs, using this time the standard Monte Carlo
production chain. It was noted that in the central momentum region (un-
affected by edge effects) the K7~ spectrometer acceptance had a steeper
momentum dependence than it had for 777, as expected from the longer
K+ lifetime. What we are interested in is the ratio between K*7T and
77~ efficiency functions. This function is actually the same, for both K=
charge modes.
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Figure 5.1: Spectrum of squared invariant mass of negative particle M? when

pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum
interval as indicated. x?/ndf values are given for the fit described in the

text.
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Figure 5.2: Spectrum of squared invariant mass of negative particle M? when

pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum

interval

as indicated.
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Figure 5.3: Spectrum of squared invariant mass of negative particle M? when

pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum

interval as indicated.
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Figure 5.4: Spectrum of squared invariant mass of negative particle M? when

pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum

interval as indicated.
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Figure 5.5: Spectrum of squared invariant mass of negative particle M? when
pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum

interval as indicated.
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Figure 5.6: Spectrum of squared invariant mass of negative particle M? when

pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum

interval as indicated.
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Figure 5.7: Spectrum of squared invariant mass of negative particle M? when
pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum
interval as indicated.
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Figure 5.8: Spectrum of squared invariant mass of negative particle M? when
pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum
interval as indicated.
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Figure 5.9: Spectrum of squared invariant mass of negative particle M? when
pion mass is assumed in the opposite arm (top). The positive mass M? is
also shown, with the corresponding hypothesis (bottom). Pair momentum
interval as indicated.
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Figure 5.10: Spectrum of squared invariant mass of negative particle M?
when pion mass is assumed in the opposite arm (top). The positive mass M3
is also shown, with the corresponding hypothesis (bottom). Pair momentum
interval as indicated.
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Figure 5.11: Spectrum of squared invariant mass of negative particle M?

when pion mass is assumed in the opposite arm (top).
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interval as indicated.
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The r}~ spectra given by the UrQMD Monte Carlo physics at the gen-
erator level were multiplied by the efficiency function defined above, and the
corrected function was compared with the experimental data in Fig. 5.12. In
can be appreciated that the momentum derivative of the K=n¥ /77~ ratio
is perfectly well described by UrQMD, for both charge signs in the analysed
momentum range. However, the values of r} and ry ratios do not appear
to be correctly described, since the Monte Carlo predictions had to be mul-
tiplied by factors 0.60 and 0.31, respectively, in order to find agreement with
the experimental data. It seems that, whereas the strangeness momentum
spectra are well described, the integrated production rates are not. In any
case, the Monte Carlo predicts correctly a smaller K7 rate, as compared
to Kt~

5.2 Measurement of K"K~ at 2.9 GeV/c

When the positive and negative particles accepted by the spectrometer have
equal mass, the previous method does not allow mass discrimination, despite
the excellent resolution of Time-of-Flight (TOF) hodoscopes. This is because
of the narrow ()}, acceptance for normal physics triggers, which makes both
particles reach the hodoscopes at practically the same time.

However, upstream tracks contain time information from SFD and lon-
ization Hodoscope (IH) TDCs. We have up to 6 independent TDC mea-
surements (SFD-X, SFD-Y, IH-X 4, IH-X5, IH-Y4, IH-Y3) for each charged
track, so that the time of flight At between upstream detectors and vertical
hodoscopes can be measured with improved statistical precision. A similar
method was used to analyze the pr~ background in accidental pairs [60].

For equal-mass pairs, charge ambiguity in the matching procedure does
not impeed a clear determination of At. This is particularly important for
the IH, where the probability that both particles hit the same 6 mm slab is
high. In this case, only one TDC will be retained, which is perfectly adequate
for the measurement.

The time delay At can in general be defined as At =ty — t,, , where
the upstream time can be constructed by averaging N measurements among
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Figure 5.12: Momentum dependence of the measured ratios r3; (circles)
and ry (squares). The corresponding dotted lines indicate the acceptance
corrected UrQMD Monte Carlo predictions, multiplied by factors 0.5 and
0.25 respectively.

the 6 available detectors ¢,, = (1/N) >; t;.

It is however more convenient to measure squared invariant masses M?
of individual time measurements At; =ty ; — t; associated by the upstream
tracking to a given charged particle in one arm, with momentum p and path
length L:

~1) (5.2)

The particle M? is then obtained by averaging the appropriate N indi-
vidual measurements M? = (1/N) X, M?.
All IH detector TDC signals associated to upstream tracks are time-
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aligned with respect to each other, taking into account propagation time
between different layers, as a necessary first step. Despite the excellent
detector calibration work available [83] , we have noticed that the IH-Xp
detector has a wider TDC distribution and slightly different properties than
the others. As a consequence, no attempt has been made to include this
detector in subsequent analysis, in order to avoid any doubts.

Searching for a KTK~ signal implies to suppress a huge background
from 7t7~. The most general way to achieve this goal is to use a certain
number of detectors to veto the pion signal and a different detector set to
perform the mass measurement. According to this, we have developped two
extreme methods. The first (method A) is use the three IH detectors to veto
and the two SFD'’s to perform the measurement. The second (method B)
is to perform an unbiased measurement (no pion veto) and concentrate all
detector measurements to improve mass resolution at the distribution tail.

In both cases, particle velocity has been reduced by a momentum cut
1.4 <p < 1.5 GeV/c applied for every charged track.

5.2.1 Results from method A

Pairs were selected by requiring that M? < M? < M3 for all IH hits i asso-
ciated to tracks by upstream tracking (6 measurements), for different choices
of the lower cut M?, and the squared mass distributions were analysed using
SFD X and Y (4 measurements).

A clear signal is observed at the kaon squared-mass, of about the same
size as that observed for the pion. As expected, lowering the cut M? results
in increasing pion background, and the opposite effect is observed by setting
higher values of M?, as shown in figure 5.13. The K™K~ signal is however
not unaffected by the M? values either, due to the acceptance variations
implied by the pion veto, which will be studied below.

In order to measure this signal we have first determined the pion squared-
mass resolution function R(z), which is a continuous curve (normalized to
one) peaked at x = 0, with x = M? — M? and M? the observed pion mass
1 We determine this curve with high statistical precision by going to lower

the analytical expression and parameter values of this function will be reported in the
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values of M?, and apply the same resolution function for the kaon, since all
instrumental effects are identical in both cases .

A maximum likelyhood fit is then performed to the entire mass spectra
for 8 different choices of M?, having a generic number of events N in the
fit. The probability density for an event with mass M? is given by :

Li=(1—a)R(M} — M?) + aR(M? — M}) (5.3)

where the M2 value is left free to allow for small biases as function of pion
veto. The kaon mass M% is however a fixed parameter, with its value being
calibrated by the observed pion mass M? without pion veto, after adding the
difference M3 — M? given by PDG values.

Maximization of [, L; as function of a, under the constraint [, R(z)dz =
1 with C' = 0.4GeV?/c?, provides the number of K+ K~ pairsas N(KTK~) =
alN.

Because of the fact that the kaon resolution function is not entirely
contained within the bias interval (M? M%), the K™K~ signal efficiency
will be a calculable function of the lower limit M?. Note that the relevant
resolution function R(x) here involves the measurement with a single generic
IH detector ®, and it can be easily determined with pions. Its parametrization
is given in table 5.2 (see next subsection). If we call ¢ = fﬂoj’g R(x)dx then
the K™K~ acceptance probability is given by :

A(Mz) _ 66—35(1—5)2—2[352(1—5)]—353 (5.4)

where s is the average probability that both particles intersect the same
IH slab. The last three terms in the exponent are related to the probability
of single, double and triple same-slab coincidences among the three active
counters, respectively. They can easily be determined from real data by using
the upstream track extrapolations. The above expression takes into account

next subsection.

23 partial derivative analysis of expression (5.2) reveals that a resolution factor
o(M2)/o(M%) = /M2 +p%/\/M2 + p? is expected from the slightly different mass
scale. This accounts for a 5% effect only, and its effect is negligible.

3the average is taken between the three active detectors, which differ very little among
themselves
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the fact that rather than having 6 independent detector measurements, there
are actually a reduced number of them, due to same-slab intersections. The
effective exponent is accurately determined from the real data to be 5.14,
which corresponds to s = 0.30.

In figure 5.16 we show that the function A(M?) provides a good de-
scription of the K™K~ signal data found from the 8 maximum likelyhood
fits. Errors in « are given by MINOS variation with account taken of the
correlation with M?2. These are converted into N(K+*K~) = aN errors,
where the observed number of events N is also subject to error. A line for a
0.5% contamination hypothesis is also shown in figure 5.16 for reference.

The platteau value indicates 61 &= 10 KT K~ events, where the 1o error
can be determined from any of the M? choices without significant variation
(0.15 GeV?/c* is chosen for reference). It should be noted that this platteau
is rather insensitive to small variations of the exponent, compatible with the
data. As a matter of fact, a change of £ 0.2 (contradicting measured values)
produces only + 1 events in the platteau, still having a good description of
the data in figure 5.16.

It is clear that the observed K™K~ signal is genuine and it can by no
means be explained as a consequence of the applied bias. This point has
been checked by applying an opposite bias according to the mirror-symmetric
cut 2M? — M? < M? < 2M? — M3 for all active IH detectors i. The result
are shown in figures 5.17 and 5.18 for 6 different values of M?. In fact,
the K™K~ signal is totally removed, and in addition no significant signal is
generated in the bias region, which shows that correlation between IH and
SFD measurements is actually quite small. A significant correlation could
only be induced by the presence of background tracks crossing all upstream
detectors, which is strongly suppressed by the timing requirements (5.5n.s)
of upstream tracking.

When the total number of 7™ 7~ pairs is taken into account, the previous
result can be converted into a measurement of the ratio e,y = N(KTK~)/N(ntn™) =
0.238 £0.035 % .
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5.2.2 Results from method B

A second analysis method comes from making a direct fit to the mass spec-
trum in which all (IH+SFD) detectors are used for the measurement, without
any attempt to perform a 7t7~ veto. The KTK~ signal is then observed
at the distribution tail. A good description of the pion resolution function
for the mass measurements M? is provided by the parametrization:

R(z) = Ae~(olerazlal* +asle) (5.5)

for x > 0 and R(z) = Ae~Crla*+halelP+bslzlY) for 7 < 0, with 2 =
M? — M2, where M? defines the peak value, which is allowed to differ
slightly from the true pion squared-mass from PDG, due a systematic error.
Since there is no reason to expect left/right symmetry about the peak value,
a; # b; are allowed by the fit. Proper normalization is ensured by the
A parameter, according to 1/A = Ajﬁjg R(z)dx with C=0.4 GeV?/c*
(which is infinity in practical terms). ’

The KK~ signal is parametrized by the same function R(z) used for
the pion, with peak value shifted by M7% — M? according to PDG values.
As in the case described above for method A, a maximum likelyhood fit
is made to the hypothesis expressed by equation (5.3) in the mass interval
Ic = (M?—C,M?+C), as shown in figure 5.19, in order to determine the
fraction «, and the corresponding number of K+ K~ pairs.

The fit has been done in two steps: first determine the 7 parameters of
the resolution function (a;, b; and M?) for M? < MZ (M2 = 0.135 GeV?/c*
has been chosen), and then extend the fit to the full region I, keeping the
R(z) parametrization fixed. Results can be appreciated in figure 5.19 and in
table 5.1. The fitted number of KK~ pairs is 65 & 10.

For the sake of simplicity, we have refered throughout this note to a
generic pion resolution function R(z), due to the fact that all parametriza-
tions of it do have the same functional form. However, the parameter values
are different in each case, depending upon which (and how many) detectors
are used for the measurement. We give in table 5.2 the fitted parameters
when SFD X and Y detectors are used in method A, and also those corre-
sponding to a single (generic) IH detector, as it was used for the acceptance
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Table 5.1: Parameter values for parametrization (5.5) obtained for mass
measurement using all (IH+SFD) upstream detectors (left), and fit results
for method B described in the text (right). The variation of the likelihood is
also indicated for two hypothesis: 0.5 % K+ K~ signal, and no signal at all.

€ calculation.

M, | 0.0188 + 0.0014 GeV?/c*
a; 201 + 18
as 2462 + 181
as 511 + 508
by 199 £ 8
by -137 £ 46
bs -650 £ 92
o 0.9975 £ 0.0004
Ny, 65 £+ 10
er(%) 0.253 + 0.038
X2 /ndf 69.57 / 55
AL(no signal) 38
AL(signal 0.5%) 17
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Table 5.2: Parameter values for the pion squared-mass resolution function
according to expresion (5.5), from minimun-x? fits for measurements using
SFD X and Y without pion veto (left), and using a single generic IH detector
(right). For the latter, the average between the three active detectors has
been taken, as described in the text.

SFD IH
M, (GeV?/cY) | 0.011440.0004 | 0.0378 = 0.0007
ay 103 + 8 66.8+3.4
as 216 + 12 105.413
as 258 + 24 475+12.6
by 131 + 10 43.0+5.4
by 39.7 + 333 5.79+29.97
b 713 + 29 -85.4+ 44.5
2 /ndf 93 /11 23.3/25
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Figure 5.13: Average squared invariant mass of particle pairs measured from
TDCs of SFD X-Y according to expression (5.2). All individual hit measure-
ments M? associated to any of the two upstream tracks in IH detectors have
been restricted to the indicated limits M? < M? < M%. The results of the
maximum likelyhood fit are shown in each case, indicating the progression
of the mtn~ (green), KTK~ (red) signals, and of the sum (blue), with
decreasing lower limit M?. x* values are indicated only for reference.
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Figure 5.14: Contents are the same as in figure 5.13, the progression con-
tinues from M} = 0.14 GeV?/c* (top) to M? = 0.10 GeV?/c* (bottom)
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Figure 5.15: Contents are the same as in figure 5.13, the progression con-
tinues from M? = 0.08 GeV?/c! (top) to M? = —0.10 GeV?/c* (bottom)
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Figure 5.16: Number of Kt K~ pairs determined from the maximum like-
lyhood fit shown in figures 2 to 4. The continuous line shows the function
A(M?) (5.4) multiplied by N(K™K™~)=61 events.
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Figure 5.17: Comparison between some of the squared-mass distributions in
figures 2 to 4 (bottom) and the ones obtained with the mirror-symmetric cuts
2M?2 — M} < M? < 2M? — M3 (top), with values of M} as indicated, and
M?% = 0.50 GeV?/c* . Disappearence of K™K~ signal is clearly appreciated
in all cases.
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Figure 5.18: Contents the same as figure 5.17, with higher values of M?.
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Figure 5.19: Squared invariant mass for particle pairs, measured from the av-
erage of all detectors hits asscociated with (positive and negative) upstream
tracks in IH and SFD. No attempt has been made to reduce the n* 7~ back-
ground (red), which is described by the parametrization (5.5). Fit results,
indicated in table 5.1, are shown for the K™K~ signal (blue) and for the
sum (purple).
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5.3 Analysisof K"K~ /=7~ at high momen-
tum

In a previous note [67] we have determined the K+*K~/nTx~ ratio at
p = 2.9 GeV/c, using the full Ni 2001 data sample with the standard physics
triggers used in pionium analysis. Because of the low-Q (symmetric) trigger
structure, the precision time-difference between vertical hodoscopes becomes
useless for equal-mass pairs, and only the upstream time-of-flight measure-
ments could be used succesfuly in that analysis. As a consequence, pair
momentum was bound to be extremely low, thus providing no information
on the momentum derivative.

The precise measurement of pionium lifetime [66] will require a small
correction that takes into account the missidentified KK~ pairs in the
77~ sample, and we need to know the yield and momentum dependence
of this contamination, in order to evaluate the correction.

If we want to search for a K+ K~ signal at higher values of momentum,
we need to go to asymmetric (unequal velocity) triggers. In this way, the
precision time-difference between the two arms will become useful for mass
discrimination. Fortunately the Lambda triggers are very well suited for the
purpose [84],[85]. The only problem is statistics, since these triggers only
occupy a small fraction of the normal DAQ runs. In order to cope with this,
we have consistently integrated in our analysis all p-Ni data from 2001, 2002
and 2003 data taking periods.

As best discriminator to obtain the K™ K~ signal we define the upstream
mass squared, asociated to a given upstream detector i, for positive (neg-

ative) particle as:
Ati+(_)c>2
— -1 5.6
( Lo (59

where c is light velocity, p. () is the positive (negative) particle momen-
tum, At';_y is the delay between upstream detector 7 and VH for positive
(negative) particle and L, (_) are the path lengths between detector i and
VH. The upstream detectors are designated by ¢ = 1,...,4 for IH [83] and

21 2

M- +(=) =P +(-)
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i = 5,6 for SFD (X and Y).
In addition we define, only for the positive particle, the average upstream
mass squared:

2%
o umS g
TETTN

where the sum runs over the NV upstream detectors involved. Only events

(5.7)

whose negative track has hits in all upstream detectors are actually retained
in the subsequent analysis.

We select events in the range 1.2 GeV/c < p- < 1.6 GeV/c and
2.8 GeV/ec < py < 4.0 GeV/c. Note that the positive particle average
momentum is significantly higher than the negative one, due to the Lambda
trigger structure (see [85] for more details).

The 6 experimental distributions obtained with 7"7~ pairs for m2' as
well as that for m?, are very well described by the generic (asymmetric)
parametrization:

R{z) = Ae (oo et skl 58)

for x > 0 and R(z) = Ae—CrlzP+balalP+bslzlY) for 7 < 0, with 2 =
m? — m2, where m? is any of the upstream masses defined above and m?
is an arbitrary parameter to locate the peak value. This parameter is set to
the pion mass m2 = m?2, but it can changed to other values, because m?
resolution is weakly dependent on the mass scale. The a; and b; parameter
values were determined independently in each case, and the fitted curves are
shown in Fig. 5.20 for m?, and Fig. 5.21 for m*_. They represent the
experimental resolution functions for each quantity. Note for example that
the negative invariant mass resolution is better than the positive one, as it
can be clearly appreciated from a comparison between the previous figures,
as a consequence of the difference in momentum spectrum mentioned earlier.

Protons are removed by the cut —0.2 < m?, (GeV?/ct) < 0.5, whereas
K~ identification is provided by requiring 0.015 < m2'_(GeV?/c*) < 0.44
for all upstream detectors i = 1,6 *. These cuts play the role of a very strong

*except for TH — B where the upper limit was 0.7 GeV?/c* (see Fig. 5.21).
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pion veto, based upon the upstream time-of-flight measurements only. Their
effect is illustrated in Figs. 5.20 and 5.21 by showing as shaded area the

event fractions retained in each case.

Table 5.3: Efficiency implied by upstream positive mass cuts.

Particle | Efficiency(%)
7wt 65
K+ 63
proton 10

Table 5.4: Implied efficiency values for each upstream detector mass cuts.

Detector | Efficiency(%)
IHXA 91
IHXB 92
IHYA 92
IHYB 90
SFDY 87
SFDX 86
Total 54

After the background suppression provided by the above cuts, we are now
in position to analize the fine structure of the spectrum of the negative mass
M?_, defined from the precision time-difference in the Vertical Hodoscopes,
which is given by:

M? =p*

2
L+ M[Z( CAt
et F e ) |
(L_ + = L_) ] (5.9)
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following the same notation as previuosly used for expression (5.1), with
the remark that the K hipothesis in the opposite arm has now been cho-
sen. The spectrum with full statistics is shown in figure 5.22, where four
enhancements can be observed, which we attribute in principle to #+7~,
K p, KTK~, and 77K~ production. Please note that only the KK~
signal is seen at the correct mass hypothesis (M? = M%), the others being
shifted according to predictable deviations due to the positive particle time
slewing. A more detailed analysis of this particular spectrum shows that the
second peak is actually dominated by a background originated from a reflec-
tion of the negative upstream mass cuts, as we will see below, and that this
is the reason for its broader structure.

The signal yield is analized by maximization of the following likelyhood
function:

3
L(z) = 3 AuGola — 200, 04) + AyGy(x — oy, 03) + BPi(z)  (5.10)
a=1

where x = M? and G,(z) represent normalized gaussian functions with
peak value at = x(, and width o, describing the 7t7~, KT K~ and 7T K~
signals for « = 1,2, 3, respectively. Similarly G;(x) is a gaussian describing
the background broad structure in the neibourghood of the K ~p signal. An
additional smooth background is described by the normalized fourth order
polynomial Py(z) = (1 + X1 ¢;a’) /Iy where Iy = [72(1+ Y0, ¢iat)dx is
the normalization integral. The signal event rates are then provided by the
coefficients A,.

The parameters x,,00 and o3 were determined independently, and re-
mained fixed in the fit procedure. The rest (01,03, 44,45, B,¢;) were left free.
The location of the xg, peaks was determined by selecting signal events un-
der the peak with the correct mass hypothesis and projecting them into the
uncorrect hypothesis, in order to evaluate the mass shift.

Table 5.1 and Figure 5.22 show the fit results.

The number of K+ K~ pairs found by the fit are N¢%. = 70717, and the
total number of 77~ pairs found when removing the m2 " cuts is N =
22942. Both numbers need to be corrected for acceptance. The positive
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Table 5.5: Parameter setting in maximum likekyhood fit to M? spectrum.

Parameter | Value Parameter | Value
20 . 0.07 Onn 0.025
O rk 0.24 o 0.029
20K 0.29 Ann 1327.2

2%, 0.16 Ak 79.9
OKK 0.02 Ak 101.8
OrK 0.02 Ay 311.8
Parameter | Value

B 1449.2

c0 0.5978

cl 0.3687

c2 -3.9717

c3 4.3075

c4 -1.3526

mass cut efficiency (see Fig. 5.20 top) is involved in the 77 case:

1
N, =N%x —— —922042 x

= 35219 5.11
= CEff(at) 0.6514 (5.11)

whereas for Nk both the positive (see Fig. 5.20 center) and negative
mass cuts are subject to independent efficiency corrections. In the latter case
a 6-fold product of efficiency factors was taken into account (see Fig. 5.21
and Table 5.4). The final numbers are:

1 1 1

— = 2
10X 56303 = 05400~ 20°
(5.12)

0o0Ss 1
Nicwe = Niie X g e X B

so the measured contamination fraction at 4.8 Gel//c is:
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Nkk 205

= =58x%x 1073 1
N = 35319 5.8 x 10 (5.13)

KK =

5.3.1 Comparison with UrQMD Monte Carlo

The 7k ratio we have obtained at the average momentum p = 4.8 GeV/c
can be compared with our measurement at p = 2.9 GeV/c using normal
physics runs with 2001 data [67] and see whether the evolution of KK~
cross-section is well described by the UrQMD Monte Carlo.

In fact, this is the main purpose of this note, because if the experimental
data follow this model, it means we can rely on it to perform an accurate
correction to pionium lifetime measurement.

In order to make the comparison as accurate as we can, we need to
take into consideration the Coulomb interaction. First of all, we notice that
UrQMD does not contain this effect, only relevant at very small values of Q.

Concerning the experimental data , it should be noted that because of
the different trigger structure and cuts in the analysis at p = 2.9 GeV//c and
that at p = 4.8 GeV/c, the Coulomb interaction has a different magnitude
in each case, which is true for both KT K~ and #t7~ pairs. Moreover, in
the standard analysis of pionium lifetime, the cuts are again different from
the ones above.

For a given kinematical configuration €2, we define the average value of
the Coulomb enhancement for a = w7, K K pair production cross-section as

where A (Q) is the corresponding Sakharov factor. Concerning the kine-
matical domain €2, we have defined three different cases of interest, namely:

A) 1.31 < p;_(GeV/c) < 1.50

B) Qr <5MeV/c and Qp < 22MeV/c

C) Qr <5MeV/cand Qp < 16MeV/c
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The first (A) corresponds to the analysis at p = 2.9 GeV/c [67], whereas
(B) and (C) correspond to two typical versions of the standard pionium
lifetime analysis [66].

The correction factors obtained for the previous cuts are indicated in
table 5.6, having in mind the following remarks:

a) the cuts indicated above are allways applied to Q-values evaluated in
the w7 hypothesis, which is the one implied by ARIANE reconstruction.

b) in the case of asymmetric triggers, the average Q-values are so large
(< Q >=130MeV/c and < @Q >= 400MeV/c in the 777~ and KK~
mass hypothesis respectively) that the Coulomb correction factor is negligible
for both 77w and K K.

With the help of table 5.6, we have plotted the evolution of the ratio rx
as function of the lab-frame momentum p of the pair, taking into account
Coulomb corrections. For the sake of reference, we have chosen the config-
uration that corresponds to the standard pionium lifetime analysis (cuts C'
above), and used the correction factors Ro/R4 = 0.88 at 2.9 GeV/c and
Rc =129 at 4.8 GeV/e.

Table 5.6: Coulomb correction factors for the kinematical cuts A, B and C
defined in the text for K™K~ and 77~ production. Last column shows the
ratios R = Cxk/Chrr.

‘ cuts ‘ Cxx ‘ Crn ‘ R ‘
A 2.38 1.63 | 1.46
B 1.79 145 | 1.24
C 2.00 1.56 | 1.29

The prediction of UrQMD Monte Carlo was evaluated by running 2049
million p-Ni events from the generator and selecting Kt K~ and 77~ pairs
with the cuts: 4.5° < 0 < 7.0°, 1.3 GeV/e < py— < 5.0 GeV/c and
@ < 30MeV/cin the T hypothesis, where 6 is the angle between the vector
sum of the particle momenta and the incoming proton direction and p, _ is
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the momentum of positive or negative particle. The uncorrected curve was
multiplied by an acceptance efficiency function determined separately after
GEANT-DIRAC processing of K™K~ pairs, in order to take into account
the K7 lifetime effect in spectrometer acceptance.

The UrQMD Monte Carlo prediction can be appreciated in Figure 5.23 as
a dotted line. At 2.9 GeV/c the rk ratio comes out 0.56 (after Coulomb
correction), which is larger than the experimental value by a factor 2.7.
We have however normalized the Monte Carlo to the experimental value at
2.9 GeV/c. We then see that very good agreement is found with respect to
the data measured at 4.8 GeV//c.

Similarly to the case studied for K7 in the previous section, it seems
that UrQMD describes correctly the cross-section dependence on the lab-
frame momentum, although the magnitude of the strangeness ratio 7y is
not reproduced correctly.

In conclusion, we find that the contamination fractions relevant for pio-
nium analysis are:

Nkk

NT("TI'

at 4.8 GeV//c based upon the UrQMD Monte Carlo extrapolation, in
agreement with the experimental data, and

=58x 107 x1.23=72x10"° (5.14)

NKK
N7r7r

at 2.9 GeV/c, according to the Coulomb-corrected experimental mea-

=238 x 1073 x0.845 = 2.0 x 1073 (5.15)

surement.
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Figure 5.20: Resolution function for the positive upstream squared mass m?2,

obtained from a parametrization fitted to the experimental n* 7~ data. The
peak value has been displaced to three different mass hypothesis, in order to
appreciate the effect of the cuts described in the text.
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Figure 5.21: Negative upstream mass resolution functions, obtained for each

of the 6 lonization Hodoscope (IH) detectors, obtained from parametrizations
fitted to the experimental 7+ 7~ data. The peak values were centered at M2,
in order to illustrate the effect of the cuts given in the text for K~ selection.
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Figure 5.22: Spectrum of squared negative mass M? measured with Vertical
Hodoscopes under K™ mass hypothesis, for the complete 2001,2002 and
2003 p — Ni data sample with Lambda triggers. The maximum likekyhood
fit is explained in the text. The significance of the K+ K~ signal at average
pair momentum p = 4.8GeV /c is indicated.
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Figure 5.23: Experimental measurements by DIRAC of the K™K~ /ntn~
ratio rix at two different values of the average pair momentum, namely
2.9 GeV/c and 4.8 GeV/c. The UrQMD Monte Carlo prediction is shown
as the dotted line, multiplied by a factor 0.37.
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5.3.2 The K p signal

The presence of a K~ p signal in the M? spectrum of Fig. 5.22 can only
be unambiguously established when the analysis is made with the correct
proton hypothesis for the positive track, rather than the K™ hypothesis.
When this is done, for the particular cuts applied in Fig. 5.22, no significant
signal appears at M2 = M3. But indeed these cuts are not appropriate
to search for K p, since a proton veto has been applied by means of the
requirement —0.2 < m% < 0.5 GeV?/c*. When this cut in turned into
m2 > 0.7 GeV?/c*, in order to enhance the proton yield, a clear K ~p signal
shows up, as it can be seen in Fig. 5.24. Having demostrated the signal ®
, we did not proceed further to a precise determination of the acceptance,
since our main interest in this note is the KK ™.

It is worth to note that, as a consequence of the combined effect of
negative and positive upstream mass cuts, a bias is produced in the M2 dis-
tribution which causes an enhancement in the region M2 ~ 0.125 GeV?/c*,
well appreciated in Fig. 5.24. We have verified that such characteristic en-
hancement is actually the origin of the broad structure seen in Fig. 5.22
at M2 ~ 0.160 GeV2/c4, after taking into account the difference in mass
hypothesis and upstream mass cuts. This background actually overwhelms
the genuin K~ p signal in Fig. 5.22 which would otherwise be located at the
same M? value.

For the sake of completeness, we also show in Fig. 5.25 the M2 spectrum
with the 7% hypothesis, showing the 77 K~ and 7" 7~ signals with improved
resolution. The cut m% < 0.0 GeV?/c* was used in this case, in order to
suppress both the K™ and proton yields (according to Fig. 5.20).

Sthe complete statistics of 2001, 2002 and 2003 p-Ni data from Lambda triggers was
used
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Figure 5.24: Spectrum of squared negative mass M? measured with Vertical
Hodoscopes under proton mass hypothesis. The same data as in Fig. 5.22,
other than the cut m% > 0.7 GeV?/c*.
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Figure 5.25: Spectrum of squared negative mass M? measured with Vertical
Hodoscopes under 7 mass hypothesis. The same data as in Fig. 5.22,
other than the cut m% < 0.0GeV?/c*.
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5.4 Summary and conclusions

A detailed analysis has been done of the pair momentum dependence of the
ratios K*7F/ntn~ and K*K~ /7" 7~ in DIRAC. As far as the momen-
tum derivative is concerned, very good agreement is found with the UrQMD
Monte Carlo in both cases. The integrated yields are however at variance
with UrQMD, and the corresponding factors have been given. These re-
sults provide a good ground for using this Monte Carlo to exprapolate the
measured K"K~ contamination at p = 2.9 GeV//c to higher values of mo-
mentum, in order to perform an accurate correction for the measurement of
pionium lifetime.
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Chapter 6

Pionium Lifetime using 2002
and 2003 Data

6.1 Global fit analysis

For completeness, we provide in table 6.1 the K-factors for the p-integrated
case (global fit) and in table 6.2 the p-dependent ones, for the standard cuts
Qr <5MeV/cand Qr < 2MeV/c. Both are entirely consistent with those
calculated for 2001 data.

The global fit consists in minimizing the x? defined in (1.20) in 2D
with respect to a3 (non-Coulomb fraction) and 7 parameters, using the
momentum-integrated sample. The s and € parameters remain fixed in this
fit, and «y is determined by the direct measurement of the accidental pairs
fraction from the analysis

165
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Table 6.1: Numerical values of K" and K as defined in reference [66],
obtained for our improved Monte Carlo simulation. Each raw corresponds to
a given rectangular cut in (Qr, Q) plane , with Q5 = 5MeV/c and Q5 =
2MeV/c being the reference cut values. No practical change is observed
with respect to earlier values.

QcLut(Me‘//C) Ktheo K exp
0.5 0.4372 | 0.2937 £ 0.0009
1.0 0.2389 | 0.2135 £ 0.0005
15 0.1669 | 0.1581 £ 0.0003
2.0 0.1300 | 0.1246 + 0.0002

%Ut(Me‘//C) Ktheo K exp
0.5 3.2457 | 0.9319 £ 0.0089
1.0 1.2382 | 0.6963 =+ 0.0037
15 0.6995 | 0.5224 4 0.0020
2.0 0.4674 | 0.3965 + 0.0012
2.5 0.3426 | 0.3089 £ 0.0008
3.0 0.2660 | 0.2465 £ 0.0006
3.5 0.2147 | 0.2017 4 0.0004
4.0 0.1781 | 0.1687 & 0.0004
45 0.1509 | 0.1438 £ 0.0003
5.0 0.1300 | 0.1246 £ 0.0002

of the precision time-of-flight spectrum. ¢ is fixed to the K™ K~ fraction
experimentally determined and used in [86]. [ can either be left as a free
parameter, or be fixed to the total number of prompt pairs in the fir region
(Np), or to the ratio 3 = N;/f. where N is the number of prompt events
with @ > 2MeV/c (control region) and f. is the ratio between the number
of Monte Carlo pairs in the control region and the total number of Monte
Carlo events. These choices are small variations with respecto to N, and
produce slight changes in the fit results, as indicated in table 6.5.

We have chosen to perform the fit in 0.25 x 0.25 (MeV/c)? bins in the
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(Qr, QL) plane, for the global fit. Variations with respect to this choice will
be reported in table 6.5.

Once the fit has converged, we define the atom signal in each (4, j) bin as
the difference between the prompt spectrum (with accidentals subtracted as
explained before) and the Monte Carlo with the pionium component (AA)
removed. This 2D signal, which reveals the excess with respect to the cal-
culated Coulomb interaction enhancement background, is what we call the
pionium spectrum. The atom breakup probability P, is then determined [66]
by means of the K-factors.

Just as we did with the 2001 data [86], we present the fit results in several
steps. The correction sequence is defined in a cumulative way, namely:

a) use improved statistics Monte Carlo.

lon

include K+ K~ correction.

perform the target impurity correction.

(@]

)
)
)
)

d

remove the w — 1’ finite-size correction,according to reference [35].

In table 6.3 we present the x? values (separately in control and extrapo-
lation regions), the number of atoms N4, the number of Coulomb pairs in
the complete fit range N¢¢, the 3 parameter and the P, for each option.

Please note that whereas the introduction of the K™K~ contamination
decreases the total % by 5.1 units, the removal of the w — 1/ finite-size
correction decreases it by 12.7 units. The combined effect of both actions
decreased the total x? by 17.8 units. We remark that, in agreement with
our earlier findings, the w — ' finite-size correction is not wanted by the
data. The statistical significance will be further enhanced when we report
the momentum-dependent fit in subsection 6.2.

In addition, we illustrate here again an effect that was already pointed
out with 2001 data [86], namely that the K™K~ correction introduces a
significantly better stability of the measured Pg, values with respect to the
Qr cut, and also a better agreement between the Q7 and @, series of cuts
to define the atom signal, at the limit of very low Q7 and Q) values, as it
can be clearly appreciated in the figure 6.9.
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As far as the K™ K~ correction is concerned, we have made the exercise
of letting the € parameter free in the fit. When this is done, we obtain
e = 0.0138 + 0.0053 which is entirely compatible with the value ¢ = 0.0072
used in the fit, determined from our measurement [67].

The pionium 2D signal is shown in the form of lego plots in figures 6.7
and 6.8.

Our standard fit domain is the region @ < 20MeV/c and Qr <
5MeV/c, and the dependence of the Pp,. with respect to the @1, upper limit
(Q7") is analysed in table 6.6. We see how the Pp, fluctuates in a random
way, with no appreciable systematics, and that the value at Q7" = 20MeV/c
is close to the average.
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Table 6.2: K-factors determined in 10 intervals of laboratory-frame momen-
tum, re-evaluated for the new Monte Carlo simulation.

p interval (GeV/c) K — factor
2.6-3.2 0.1105 + 0.0005
3.2-3.8 0.1173 £ 0.0004
3.8-4.4 0.1237 £ 0.0005
4.4-5.0 0.1294 + 0.0006
5-5.6 0.1334 + 0.0007
5.6-6.2 0.1373 £ 0.0008
0.2-6.8 0.1396 £ 0.0011
0.8-7.4 0.1457 £ 0.0015
7.4-8.0 0.1459 + 0.0022
8.-8.6 0.1453 + 0.0032
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Table 6.3: Fit results for the correction options a),b),c),d)) indicated in
the text. x*’s in the full domain, and its restriction to the control and
extrapolation regions separately, are given. Also the total number of atoms
N4 and coulomb pairs Noc, the 3 parameter and the break-up probabilities

are indicated.

CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATA

a) a+b)
1ot/ 1lf 1675.4/1600 1670.3/1600
X2 ot/ 0Af 171.5/160 168.0/160
Xeont/Af | 1503.9/1440 1502.3/1440
Na 10826 + 307 10406 + 295
Nce 1290416 + 7305 | 1270596 + 7177
I¢] 1601905 1601931
Pg, 0.421 + 0.013 | 0.411 + 0.013
a)+b)+c) a)+b)+c)+d)
ior/ndf | 1670.3/1600 1657.6/1600.0
X2 ext/ndf 168.0/160 167.1/160
Xeont/Tdf | 1502.3/1440 1490.5/1440
Na 10406 + 295 10557 + 298
Nee 1270596 + 7177 | 1255217 + 7111
g 1601930 1601954
Pg, 0.417 + 0.013 | 0.427 + 0.013
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Table 6.4: Comparison of global fit results for three different choices of the
(3 parameter definition.

I6; Pg, X2 /ndf
B all range 1603179 | 0.419 + 0.013 | 1658.3/1600
B (Qr >2MeV/c) | 1602820 | 0.424 + 0.013 | 1658.0/1600
g free 1601954 | 0.427 + 0.013 | 1657.6/1600

Table 6.5: Comparison of global fit results using two different (Qr,Qr)
binsizes.

16} Pg, Xz/ndf
0.25 x 0.25 | 1601954 | 0.427 £+ 0.013 1657.6/1600
0.5 x 0.5 1602913 | 0.426 + 0.013 358.7/400
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Table 6.6: Values of break-up probability Py, obtained from different choices
of the upper limit (Q5*) used to define the control region in Q1 projection.

Q7' (MeV/c) P,
22 0.424 £ 0.013
21 0.428 + 0.013
20 0.427 = 0.013
19 0.424 = 0.013
18 0.418 £ 0.013
17 0.420 £ 0.013
16 0.420 £ 0.014
15 0.422 £ 0.014
14 0.425 = 0.014
13 0.419 + 0.014
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Figure 6.1: Two-dimensional global fit projection onto Q. The standard
Qr < 4 MeV/c cut has been applied. The difference between prompt data
(dots) and Monte Carlo (blue line), which corresponds to pionium signal, is
plotted at the bottom, where the signal is compared with the pionium atom
Monte Carlo (red line).
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Figure 6.2: Two-dimensional global fit projection onto ()1,. A more restrictive
Q1 < 2 MeV/c cut has been applied to enhance the signal. The difference
between prompt data (dots) and Monte Carlo (blue line), which corresponds
to pionium signal, is plotted at the bottom, where the signal is compared
with the pionium atom Monte Carlo (red line).



6.1. GLOBAL FIT ANALYSIS 175

4000 ™
3500
3000 [-=
2500
2000
1500
1000
500

PR [ T S N SN T S S T ST WA S SRS
8 10 12 14 16 18 20
Q, (MeV/c)

1800
1600
1400
1200
1000
800
600
400
200

o

‘16‘ ‘ 18 ‘20
Q, (MeVv/c)

o \\‘H\‘\H‘\H‘\H‘H\‘\H TTT
N
N
o
m4
[
o}
=
N
[y
N

Figure 6.3: Two-dimensional global fit projection onto ()1,. A more restrictive
Q1 < 1 MeV/c cut has been applied to enhance the signal. The difference
between prompt data (dots) and Monte Carlo (blue line), which corresponds
to pionium signal, is plotted at the bottom, where the signal is compared
with the pionium atom Monte Carlo (red line).
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Figure 6.4: Two-dimensional global fit projection onto QQr. The data are
shown separately for Q;, < 2MeV/c (left top) and Q, > 2MeV/c (left
bottom). The difference between prompt data (dots) and Monte Carlo (blue
line), which corresponds to transverse pionium signal, is plotted (right) and
compared with the pionium atom Monte Carlo (red line).
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Figure 6.5: Two-dimensional global fit projection onto QQr. The data are
shown separately for Q;, < 1MeV/c (left top) and Q, > 1MeV/c (left
bottom). The difference between prompt data (dots) and Monte Carlo (blue
line), which corresponds to transverse pionium signal, is plotted (right) and
compared with the pionium atom Monte Carlo (red line).
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Figure 6.6: Two-dimensional global fit projection onto ). The standard
Qr < 4MeV/c cut was applied. The difference between prompt data (dots)
and Monte Carlo (blue line), which corresponds to pionium signal, is plotted
at the bottom. The signal is compared with the pionium atom Monte Carlo

(red line).
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Figure 6.7: Lego plot showing the pionium break-up spectrum in Ni in the
(Qr,Qr = |Qz|) plane, after subtraction of the Coulomb background.
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Figure 6.8: Lego plot showing the pionium break-up spectrum in Ni in the
(Quy, QL) plane, after subtraction of Coulomb background. The transverse
component (), = Qr cos¢ is defined as the product of the measured Q)r
value times the cosine of a random azimuth.
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Figure 6.9: Pionium break-up probabilities determined from different choices

of the upper limits ()%, ;) in the rectangular integration domain to define the
atom signal. Top plot shows the 200242003 results after the introduction
of KT K~ correction, in 0.5MeV/c steps of Q) (red dots) and QY. (black

squares). Bottom plot shows the same in 0.25M eV /c steps.
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6.2 Momentum-dependent analysis

Following the approach of our earlier work [66], in this section we split the
pair momentum spectrum in ten 600 MeV/c bins and perform independent
fits at each momentum interval. The corrections applied are the same as for
the global fit. The only change with respect to the latter is the choice of
0.5 x 0.5(MeV/c)? binsize, which is now obliged due to the strong statistics
reduction at individual 2D bins. We use the same definition of 3 as in section
6.2.1.

6.2.1 Fit results

As we did with 2001 data, we now present the final results after the introduc-
tion of all corrections, in order to avoid proliferation of figures. However, we
keep record of the individual changes at each step, by giving the p-dependent
and global fit results in the form of tables, distributed as follows:

a) Table 6.8: The new Monte Carlo is used.

b) Table 6.9: KK~ contamination is introduced, after the parametriza-
tion given in [86].

c) Table 6.10: New Monte Carlo, KK~ contamination and target im-
purity correction.

d) Table 6.11: In addition to the above, the w — 7’ finite-size correction
is dropped.

Figures from 6.10 to 6.19 show the result of the 10 independent fits in
the form of atom spectra (@, and Q)7) and break-up probabilities as function
of Qr, and Q7 cuts.

The Pionium line-shape shows good agreement between the prompt data
signal and the Monte Carlo.

In table 6.7 a new global x? has been defined as the sum of the individual
ones at each momentum bin, and a combined Pg, value and error have been
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Table 6.7: Combined momentum dependent fit, for progressive fit conditions
as defined in the text.

A A+B A+B+C A+B+C+D
x? | 3207.5/3157 | 3200.1/3157 | 3200.1/3157 | 3175.2/3157
Pp, | 0.4184+0.014 | 0.414+0.014 | 0.420+0.014 | 0.427£0.014
N4 | 107414320 10465+313 10465+313 10553+315
N¢ | 869436+5515 | 8570435427 | 857043+5427 | 84775445383

calculated after proper account of the independent statistical errors. The
number of atoms (N4) and Coulomb pairs (N¢) are also indicated.

From table 6.7 we draw the same conclusions as from the global analysis.
The introduccion of KK~ simulation improves the x? by 10.7 units, and
when the w — 1/’ finite-size correction is removed, the x? improves by 32.5
additional units. We consider this a clear indication that the latter should
be done. Adding this two changes, the x? is reduced by 46.2 units.
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Table 6.8: Results of the momentum-dependent fit, using correction a) only

CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATA

(see text). Break-up probability values Pg,., number of atom pairs N, o

and x? over the entire fit region are indicated in this table, for every 600
MeV /¢ momentum interval p; as defined in table 6.2.

PB?"

Ny

aq

x? /ndf

xe / ndf

b1

0.37540.035

1289+107

0.788+0.013

301.4/288

27.3/32

D2

0.467+0.031

25331149

0.791+0.010

289.9/288

33.1/32

p3

0.377+0.028

1887127

0.822+0.011

274.2/288

26.0/32

2

0.407+0.032

1596+112

0.812+0.013

282.8/288

21.5/32

Ps

0.425+0.044

1291£120

0.842+0.015

267.7/288

25.9/32

Ps

0.462+0.049

945187

0.807+0.019

341.8/288

29.6/32

D7

0.48640.073

598478

0.811£0.025

316.0/288

44.5/32

Ds

0.525+0.161

354+98

0.8044-0.036

312.6/288

45.3/32

D9

0.495+0.143

160£41

0.764+0.046

284.9/282

23.4/32

Pi1o

0.787£0.247

89+21

0.612+0.070

234.9/251

24.7/32
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Table 6.9: Results of the momentum-dependent fit, using corrections a+b
(see text). Break-up probability values Pg,., number of atom pairs N, o

and x? over the entire fit region are indicated in this table, for every 600
MeV /c momentum interval p; as defined in table 6.2.

PBT

Ny

a

x> /ndf

Xe / ndf

P

0.373+0.035

1275£106

0.786+0.013

301.9/288

27.2/32

P2

0.465+0.031

25041148

0.788+0.010

289.4/288

33.4/32

D3

0.3734+0.028

1847+125

0.817£0.011

274.3/288

26.5/32

D4

0.401+0.032

15481110

0.806+0.013

282.7/288

21.9/32

Ds

0.416=+0.044

1239+117

0.835+0.015

266.0/288

25.1/32

De

0.452+0.049

902184

0.797£0.019

341.2/288

28.7/32

b7

0.482+0.073

575+76

0.798+0.024

315.6/288

43.1/32

Ps

0.519+0.160

33794

0.790+0.035

312.2/288

43.8/32

P9

0.481+0.140

150+38

0.750+0.046

285.1/282

22.4/32

P1o

0.816+0.257

87121

0.595+0.068

235.3/251

24.5/32
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Table 6.10: Fit results of the momentum-dependent fit, using corrections
a+b+c (see text). Break-up probability values Pg,, number of atom pairs
N4, a1 and x? over the entire fit region are indicated in this table, for every

CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATA

600 MeV/c momentum interval p; as defined in table 6.2.

PBT

Ny

a

x> /ndf

Xe / ndf

P

0.378+0.035

1275£106

0.786+0.013

301.9/288

27.2/32

P2

0.472+0.031

25041148

0.788+0.010

289.4/288

33.4/32

D3

0.37840.029

1847+125

0.817£0.011

274.3/288

26.5/32

D4

0.4064-0.032

15481110

0.806+0.013

282.7/288

21.9/32

Ds

0.422+0.044

1239+117

0.835+0.015

266.0/288

25.1/32

De

0.4584-0.049

902184

0.797£0.019

341.2/288

28.7/32

b7

0.489+0.074

575+76

0.798+0.024

315.6/288

43.1/32

Ps

0.526+0.162

33794

0.790+0.035

312.2/288

43.8/32

P9

0.488+0.142

150+38

0.750+0.046

285.1/282

22.4/32

P1o

0.827+0.261

87121

0.595+0.068

235.3/251

24.5/32
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Table 6.11: Final fit results of the momentum-dependent fit, using all cor-
rections a+b+c+d (see text). Break-up probability values Pg,., number of
atom pairs N4, oy and x* over the entire fit region are indicated in this
table, for every 600 MeV /c momentum interval p; as defined in table 6.2.

PBT

Ny

a

x> /ndf

Xe / ndf

P

0.386+0.036

1291£107

0.777+0.013

299.7/288

27.1/32

P2

0.481+0.032

25341149

0.779£0.010

286.5/288

33.2/32

D3

0.3864-0.029

1873+126

0.807+0.011

272.2/288

26.0/32

D4

0.41340.033

1564+110

0.797£0.013

280.7/288

21.8/32

Ds

0.429-£0.045

1250+117

0.826+0.015

264.0/288

25.0/32

De

0.4634-0.050

906+85

0.789+0.018

338.1/288

28.6/32

b7

0.492+0.074

57676

0.790+0.024

313.6/288

42.7/32

Ps

0.520+0.162

332+t94

0.784+0.035

309.4/288

43.1/32

P9

0.469+0.139

144437

0.748+0.045

282.9/282

22.3/32

P1o

0.778+0.248

83120

0.599+0.068

233.9/251

24.5/32




188 CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATA
400 |
- + .
300 T ¢
200 | T W-—
- Q, u(GeV/c)
100 |-
o L
-100 - s T T ¢
B M TN R S
0 2 3 4
Q(GeV/c) Q;u(GeV/c)
1000 |
800 |-
600 [~
400
200 [
o
200 Lt w~w+uw‘Hmum“m”_”_”
0 2 4 6 8 10 12 14 16 18 20

Q, (GeV/c)

Figure 6.10: Fit results for the ™7~ momentum bin 2.6 < p < 3.2 GeV/c
in lab-frame. Qr (top left) and Q)1 (botom) projections of the atom signal
found in the extrapolation region (QQ, < 2MeV/c) after subtraction of the
Monte Carlo prediction with Pionium component removed. Values of break-
up probability determined for different integration upper limits Q% and QY
to define the atom signal (top right). Note the different ()} values are all
defined for QY. = 5MeV/c and QY values are defined for Q} = 2MeV/c.
The blue line indicates the Pg, determined from atom counting using the
Monte Carlo.
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Figure 6.11: Fit results for the m*w~ momentum interval 3.2 < p < 3.8
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.12: Fit results for the 7*7~ momentum interval 3.8 < p < 4.4
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.13: Fit results for the m*w~ momentum interval 4.4 < p < 5.0
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.14: Fit results for the n*n~ momentum interval 5. < p < 5.6
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.15: Fit results for the mt7~ momentum interval 5.6 < p < 6.2
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.16: Fit results for the mtw~ momentum interval 6.2 < p < 6.8
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.17: Fit results for the 7*7n~ momentum interval 6.8 < p < 7.4
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.18: Fit results for the mtw~ momentum interval 7.4 < p < 8.0
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.19: Fit results for the mtw~ momentum interval 8.0 < p < 8.6
GeV/c in lab-frame. Caption is identical to figure 6.10 for the rest.
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Figure 6.20: Pionium break-up probability Pg, as function of atom momen-
tum, as compared to best fit Monte Carlo prediction with average Ni foil
thickness. The fit x? is 11.2 for 9 degrees of freedom. Pionium 1s lifetime
value and error are indicated , for 200242003 data.



6.2. MOMENTUM-DEPENDENT ANALYSIS 199

Q
il
-

09
08
0.7
0.6
05
04

00000000{1‘}

7

3 4 5 6 7 8 9
p(GeVic)

N ARARRRARNRRRRNRRRRE RARRRRRAR

Figure 6.21: Fitted values of oy parameter as function of 7t 7~ momentum.

The number of atom pairs N4 determined as function of p is plotted in
figure 6.22 along with the number of Coulomb pairs given by the fit in each
bin. Errors in N4 are given by MINOS variation of v parameter. It is seen
that atom production follows rather closely the spectrum of semi-inclusive
7t~ differential cross-section, as expected from bound state production.
Please note that both of these spectra are uncorrected for spectrometer
acceptance.

Pionium break-up probabilities can now be determined by using the momentum-
dependent K-factors calculated in table 6.2, and they are shown in figure
6.20. Errors were propagated from those provided by the fit for N, and
N¢. Pp, values are compatible with a smooth increase with increasing atom
momentum, as predicted by Monte Carlo tracking inside the target foil [59]
[70]. We generate a continuous set of Pp,.(p) curves with varying values
of the 1s pionium lifetime (7i,). x? minimization with respect to this set
provides a measurement of 71, with an error.

The fitted values of «; parameter (fraction of Coulomb pairs) are also
shown in figure 6.21 as function of p. They show a smooth behaviour.

In figure 6.23 we plot the number of non-Coulomb pairs determined by
the fit as function of p, after subtraction of accidentals (see [66]), and we
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Figure 6.22: Fitted number of atom pairs as function of their lab-frame
momentum (black circles) , as compared to the fitted number of Coulomb
pais for QQr, > 2MeV/c (coloured rectangles). The latter were normalized
to half the area, to avoid the very large difference in actual scale.

compare the spectrum with that previously determined for Coulomb pairs
(see figure 6.22). The non-Coulomb spectrum is significantly softer than
the Coulomb spectrum, probably due to parent multibody decays of the
acompanying long-lifetime particle.

6.3 Break-up probability measurement

Pionium break-up probability Pg, in the Ni foil has been determined in two
different ways. One is making a global (momentum-integrated) fit, which
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Figure 6.23: Fitted number of long-lifetime pairs (circles), determined from
a3 parameter, as function of 77~ momentum. It is compared with the
number of Coulomb pairs in figure 6.22 (dotted line), normalized to the
same area.

provides a single measurement for the average Pg,, and another is making
10 independent experiments to measure this quantity in 600MeV/c wide
intervals of pionium momentum. The results are in very good agreement
with each other when the average Pp, values are compared, and have equal
statistical errors. Both of them provide a high fit quality with respect to the
Monte Carlo hypothesis, in terms of y? probability.

Taking into account the systematic error estimated in section 7.4, we
have the break-up probability measurement:

Pg, = 0.427 £ 0.013 (stat) 4+ 0.006 (syst)
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or having both error sources in quadrature:

Pp, =0.427 £ 0.015

Using the relationship between Pg, and lifetime obtained from the pio-
nium propagation code [59] [70], we determine the pionium 1s lifetime from
200242003 data alone:

715 = 2.51 1033 fs



Chapter 7

Pionium Lifetime and |ag — a9

7.1 Summary of corrections

At this point it is necesary to remember small corrections applied, that they
were pointed in the chapter 1.

These corrections are: (), trigger acceptance correction, based upon the
observed behavior of the full sample of accidental pairs [86, 87]. A K™K~
correction, applied using Monte Carlo and real data (chapter 5), asexplained
in chapter 1. Also a target impurity correction is done according to reference
[71] and, finally, it is very importat to point that w — 1/’ finite-size correction
appears to be unnecessary [86], as it will be seen in tables 7.1, 7.8 and 7.9.

7.2 Combined global fit analysis

The global fit consists in minimizing the x? defined in (1.20) in 2D with re-
spect to a3 (non-Coulomb fraction) and « parameters, using the momentum-
integrated sample. The a, and € parameters remain fixed in this fit, and «s is
determined by the direct measurement of the accidental pairs fraction from
the analysis of the precision time-of-flight spectrum, as it can be seen in
table 1.2. ¢ is fixed to the experimentally determined K+ K~ fraction pre-
viously used in chapter 5 and reference [86]. (3 can either be left as a free
parameter, or be fixed to the total number of prompt pairs in the fit region

203
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(Np), or to the ratio 3 = N;/f. where Ny is the number of prompt events
with @ > 2MeV/c (control region) and f. is the ratio between the number
of Monte Carlo pairs in the control region and the total number of Monte
Carlo events. These options mean small variations with respect to N, and
produce slight changes in the fit results, as indicated in table 7.3.

We have chosen to perform the fit in 0.25 x 0.25 (MeV/c)? bins in the
(Qr, QL) plane, for the global fit. Variations with respect to this choice are
reported in table 7.3.

Once the fit has converged, we define the atom signal in each (4, j) bin as
the difference between the prompt spectrum (with accidentals subtracted)
and the Monte Carlo with the pionium component (AA) removed. This
2D signal, which reveals the excess with respect to the calculated Coulomb
interaction enhancement background, is what we call the pionium spectrum.
The atom breakup probability P, is then determined [66] by means of the
K-factors.

This analysis has already been carried out separately for 2001 Ni data
[86] and 2002+2003 Ni data [87], and what we are going to present in the
following are the combined results for the full DIRAC Ni data sample. As
we did for the partial samples, we will illustrate the various corrections by
flashing the results at each correction step.

The correction sequence is defined in a cumulative way, namely:

a) use improved statistics Monte Carlo.

include K+ K~ correction.

b

c) perform the target impurity correction.

)
)
)
d)

remove the w — 7’ finite-size correction, according to reference [35].

Given the fact that the Monte Carlo simulations are slightly different for
each period, we will present the combined Y2-fit results as those of a single
fit with x? values and number of degrees of freedom added independently.

In table 7.1 we present the x? values (separately in control and extrapo-
lation regions), the number of atoms Ny, the number of Coulomb pairs in
the complete fit range N¢c, the (3 parameter and the P, for each option.
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Table 7.1: Fit results for the correction options a),b),c),d) indicated in
the text. x*'s in the full domain, and its restriction to the control and
extrapolation regions separately, are given. Also the total number of atoms
N4 and coulomb pairs Noc, the 3 parameter and the break-up probabilities
are indicated.

a) a+b)
Xioo/ndf | 3222.6/3200 3215.2/3200
X2 ear/nAf 326.1/320 322.3/320
Ceont/Mdf | 2896.5/2880 2892.9/2880
Na 17250 =+ 374 16562 =+ 360
Nce 2028303 & 8702 | 1996876 + 8552
g 2484578 2484842
Pg, 0.422 + 0.010 | 0.411 + 0.010
o /ndf | 3215.2/3200 3198.0/3200
X2t/ 1Af 322.3/320 321.3/320
eont/Mdf | 2892.9/2880 2876.7,/2880
Na 16562 4 360 16814 =+ 363
Nece 1996876 -+ 8552 | 1972693 =+ 8468
8 2484842 2484812
Pg, 0.417 +£ 0.010 | 0.427 + 0.010

We recover, now enhanced, the effects that we already discussed sep-
arately. Whereas the introduction of the K*K~ contamination [67].[68]
decreases the total y? by 7.4 units, the removal of the w — 7/ finite-size
correction decreases it by 17.2 units. The combined effect of both actions
decreased the total x? by 24.6 units. We remark that, in agreement with
our earlier findings, the w — 1’ finite-size correction is not wanted by the
data. The statistical significance will be further enhanced when we report
the momentum-dependent fit in subsection 7.3.



206

The KK~ correction introduces a better stability of the measured Pg,
values with respect to the Q7 cut, and also a better agreement between the
Q1 and Q, series of cuts to define the atom signal, at very low Q7 and @},

values, as it can be clearly appreciated in figure 7.10.

The pionium 2D signal is shown in the form of lego plots in figures 7.8

and 7.9.

Table 7.2: Comparison of global fit results for three different choices of the

(3 parameter definition.

CHAPTER 7. PIONIUM LIFETIME AND |Ag — A,|

6 PB7« Xz/ndf
B all range 2486202 | 0.419 4+ 0.010 | 3199.0/3200
B (Qr >2MeV/c) | 2485678 | 0.426 + 0.010 | 3198.4/3200
3 free 2483534 | 0.430 4+ 0.010 | 3196.1/3200

Table 7.3: Comparison of global fit

results using two different (Qr, Q1)

binsizes.
ﬂ PBr x2/ndf NA
0.25 x 0.25 | 2483534 | 0.430 4+ 0.010 | 3196.1/3200 | 16915 + 366
0.5 x 0.5 | 2485567 | 0.427 £+ 0.010 | 751.9/800 | 16803 + 366

7.2.1 Dependence on the (); upper limit

Our standard fit domain is the region @ < 20MeV/c and Q7 < 5MeV /e,
and the dependence of the Pp, with respect to the @, upper limit (Q}") is
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Table 7.4: Values of break-up probability Py, obtained from different choices
of the upper limit (Q5*) used to define the control region in Q;, projection.

W(MeV/c) Pz,
22 0.426 + 0.010
21 0.430 £ 0.010
20 0.430 £+ 0.010
19 0.429 £+ 0.010
18 0.426 + 0.010
17 0.426 + 0.010
16 0.428 + 0.011
15 0.429 + 0.011
14 0.429 + 0.011
13 0.424 + 0.011

analysed in table 7.4 and figure 7.1. No appreciable systematics is observed
and the value at Q7" = 20MeV/c is close to the average.
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Figure 7.1: Dependence of the break-up probability on the Q1 upper cut.
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Figure 7.2: Two-dimensional global fit projection onto (Q;. The standard
Qr < 4 MeV/c cut has been applied. The difference between prompt data
(dots) and Monte Carlo (blue line) , which corresponds to pionium signal, is
plotted at the bottom, where the signal is compared with the pionium atom
Monte Carlo (red line).
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Figure 7.3: Two-dimensional global fit projection onto ()1,. A more restrictive
Q1 < 2 MeV/c cut has been applied to enhance the signal. The difference
between prompt data (dots) and Monte Carlo (blue line) , which corresponds
to pionium signal, is plotted at the bottom, where the signal is compared
with the pionium atom Monte Carlo (red line).
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Figure 7.4: Two-dimensional global fit projection onto ()1,. A more restrictive
Q1 < 1 MeV/c cut has been applied to enhance the signal. The difference
between prompt data (dots) and Monte Carlo (blue line) , which corresponds
to pionium signal, is plotted at the bottom, where the signal is compared
with the pionium atom Monte Carlo (red line).



212 CHAPTER 7. PIONIUM LIFETIME AND |Ag — A,|

30000
25000
20000
15000
10000

5000

T ERER P R
0 1 2 3 4 5
, Q(GeV/c)
X 10

2000
1750
1500
1250
1000
750
500
250

o
SR A

ol b b Ly
1 2 3 4 5

Q. (GeV/c) Q.(GeV/c)

o

Figure 7.5: Two-dimensional global fit projection onto QQr. The data are
shown separately for Q;, < 2MeV/c (left top) and Q, > 2MeV/c (left
bottom). The difference between prompt data (dots) and Monte Carlo (blue
line), which corresponds to transverse pionium signal, is plotted (right) and
compared with the pionium atom Monte Carlo (red line).
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Figure 7.6: Two-dimensional global fit projection onto QQr. The data are
shown separately for Q;, < 1MeV/c (left top) and Q, > 1MeV/c (left
bottom). The difference between prompt data (dots) and Monte Carlo (blue
line), which corresponds to transverse pionium signal, is plotted (right) and
compared with the pionium atom Monte Carlo (red line).
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Figure 7.8: Lego plot showing the pionium break-up spectrum in Ni in the
(Qr,Qr = |Qz|) plane, after subtraction of the Coulomb background.
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(Quy, QL) plane, after subtraction of Coulomb background. The transverse
component (), = Qr cos¢ is defined as the product of the measured Q)r

value times the cosine of a random azimuth.
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Figure 7.10: Pionium break-up probabilities determined from different
choices of the upper limits (Q% ;) in the rectangular integration domain
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7.3 Momentum-dependent analysis

Following the approach of our earlier work [66], in this section we split the
pair momentum spectrum in ten 600 MeV/c bins and perform independent
fits at each momentum interval. The corrections applied are the same as for
the global fit. The only change with respect to the latter is the choice of
0.5 % 0.5(MeV/c)? binsize, which is now obliged due to the strong statistics
reduction at individual 2D bins.

We shall keep track of the results at each correction step as follows:

a) Table 7.6: The standard Monte Carlo is used.

b) Table 7.7: KK~ contamination is introduced, after the parametriza-
tion given in [86].

c) Table 7.8: Standard Monte Carlo, K"K~ contamination and target
impurity correction.

d) Table 7.9: In addition to the above, the w — 7’ finite-size correction is
dropped. This is the final result.

Figures from 7.11 to 7.20 show the result of the 10 independent fits in
the form of atom spectra (@), and Q)7) and break-up probabilities as function
of Qr, and Q7 cuts.

The signal line-shape shows good agreement with the pionium Monte
Carlo simulation [59],[70].

In table 7.5 a new global x? has been defined as the sum of the individual
ones at each momentum bin, and a combined Py, value and error have been
calculated after proper account of the independent statistical errors. The sum
has been further extended to include the independent 2001 and 200242003
data samples. The number of atoms (N4) and Coulomb pairs (/N¢) are also
indicated.

From table 7.5 we draw the same conclusions as from the global analysis.
The introduccion of K™K~ simulation improves the x? by 12.6 units, and
when the w — 1/’ finite-size correction is removed, the y? improves by 36.0
additional units. We consider this a clear indication that the latter should
be done. Adding this two changes, the x? is reduced by 48.6 units.
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Table 7.5: Combined momentum dependent fit, for progressive fit conditions
as defined in the text.

A A+B A+B+C A+B+C+D
X2 | 6926.0/7047 | 6913.4/7047 | 6913.4/7047 | 6877.4/7047
Pp, | 042440011 | 0.417+0.010 | 0.423+0.010 | 0.43240.010
Na | 174014394 16835384 16835-:384 17005386
Ne | 1601446+7252 | 157803047154 | 15780307154 | 15602767092

Table 7.6: Results of the momentum-dependent fit, using correction a) only

(see text). Break-up probability values Pg,., number of atom pairs N, o
and x? over the entire fit region are indicated in this table, for every 600
MeV /¢ momentum interval p;.

PBT

Ny

oy X% /ndf

Xe / ndf

P

0.392+0.027

2094 £130

0.789+0.013

614.2/648

71.8/72

P2

0.433+0.023

3798177

0.804+0.007

638.9/648

81.1/72

p3

0.400+0.022

3158+160

0.816+0.008

634.3/648

55.2/72

P4

0.436+0.026

2779+147

0.831+0.009

601.8/648

72.2/72

Ds

0.424+0.031

2080£141

0.848+0.011

613.2/648

52.1/72

De

0.445£0.037

1491+108

0.816+0.013

692.5/648

64.9/72

D7

0.4624-0.055

9444996

0.824+0.018

670.9/648

77.0/72

Ds

0.62140.108

623+110

0.777£0.025

631.9/642

112.6/72

P9

0.571+0.105

303453

0.838+0.018

617.9/615

71.5/72

P1o

0.764+0.228

154164

0.742+0.046

480.7/534

71.2/72
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Table 7.7: Results of the momentum-dependent fit, using corrections a+b
(see text). Break-up probability values Pg,., number of atom pairs N, o
and x? over the entire fit region are indicated in this table, for every 600
MeV /¢ momentum interval p;.

Pg, Ny ay xX* /ndf | x? / ndf
p1 | 0.3904+0.027 | 2070+128 | 0.786+£0.013 | 614.8/648 | 72.0/72
po | 0.42940.022 | 3741+£175 | 0.800+0.007 | 638.4/648 | 81.9/72
ps | 0.395+0.022 | 3080+156 | 0.811+0.008 | 634.3/648 | 56.4/72
ps | 0.428+0.026 | 2684+143 | 0.8244+0.009 | 601.8/648 | 71.9/72
ps | 0.411+0.031 | 1983+137 | 0.8404+0.011 | 611.2/648 | 50.0/72
pe | 0.430+£0.036 | 1411+103 | 0.804+0.013 | 691.8/648 | 63.0/72
pr | 0.4584+0.055 | 907496 | 0.810+0.017 | 670.6/648 | 74.8/72
ps | 0.6074+0.107 | 588+105 | 0.763+0.024 | 630.5/642 | 110.0/72
po | 0.56224+0.100 | 269448 | 0.821+0.025 | 618.2/615 | 70.8/72
p1o | 0.774+£0.238 | 140+66 | 0.665+0.058 | 480.3/534 | 70.9/72
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Table 7.8: Fit results of the momentum-dependent fit, using corrections
a+b+c (see text). Break-up probability values Pg,, number of atom pairs
N4, a1 and x? over the entire fit region are indicated in this table, for every
600 MeV/c momentum interval p;.

Pg, Ny ay xX* /ndf | x? / ndf
p1 | 0.3954+0.027 | 2070+128 | 0.786+£0.013 | 614.8/648 | 72.0/72
po | 0.43640.022 | 3741+£175 | 0.800+0.007 | 638.4/648 | 81.9/72
ps | 0.402+0.023 | 3080+156 | 0.811+0.008 | 634.3/648 | 56.4/72
ps | 0.433+0.026 | 2684+143 | 0.8244+0.009 | 601.8/648 | 71.9/72
ps | 0.417+0.031 | 1983+137 | 0.840+0.011 | 611.2/648 | 50.0/72
pe | 0.437+0.036 | 1411+103 | 0.8044+0.013 | 691.8/648 | 63.0/72
pr | 0.4654+0.055 | 907496 | 0.810+0.017 | 670.6/648 | 74.8/72
ps | 0.6154+0.108 | 588+105 | 0.763+0.024 | 630.5/642 | 110.0/72
po | 0.56304+0.102 | 269448 | 0.822+0.025 | 618.2/615 | 70.8/72
p1o | 0.785+0.242 | 140+66 | 0.841+0.109 | 480.3/534 | 70.9/72
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Table 7.9: Final fit results of the momentum-dependent fit, using all cor-
rections a+b+c+d (see text). Break-up probability values Pg,., number of
atom pairs N4, oy and x* over the entire fit region are indicated in this
table, for every 600 MeV /c momentum interval p;.

Pg, Ny ay xX* /ndf | x? / ndf
p1 | 0.40440.028 | 2098+129 | 0.777+0.013 | 611.5/648 | 71.7/72
pa | 0.44540.023 | 3794+176 | 0.790+0.007 | 634.8/648 | 81.8/72
ps | 0.410£0.023 | 3125+158 | 0.801+0.008 | 631.5/648 | 55.8/72
ps | 0.442+0.026 | 2715+144 | 0.816+0.010 | 598.8/648 | 71.8/72
ps | 0.425+0.031 | 2005+137 | 0.831+0.011 | 608.2/648 | 49.8/72
pe | 0.443+0.037 | 1422+104 | 0.796+0.013 | 688.0/648 | 62.9/72
pr | 0.4704+0.056 | 910496 | 0.802+0.017 | 667.4/648 | 74.3/72
ps | 0.6154+0.108 | 583+105 | 0.756+£0.024 | 626.9/642 | 109.1/72
po | 0.5044+0.099 | 257447 | 0.811+0.029 | 614.4/615 | 70.6/72
pio | 0.742+0.231 | 133+67 | 0.840+0.111 | 477.6/534 | 70.7/72
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Figure 7.11: Fit results for the 7™ 7~ momentum bin 2.6 < p < 3.2 GeV/c
in lab-frame. Qr (top left) and Q)1 (botom) projections of the atom signal
found in the extrapolation region (QQ, < 2MeV/c) after subtraction of the
Monte Carlo prediction with Pionium component removed. Values of break-
up probability determined for different integration upper limits Q% and QY
to define the atom signal (top right). Note the different ()} values are all
defined for QY. = 5MeV/c and QY values are defined for Q} = 2MeV/c.
The blue line indicates the Pg, determined from atom counting using the
Monte Carlo.
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Figure 7.12: Fit results for the ™7~ momentum interval 3.2 < p < 3.8
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.13: Fit results for the 7™ 7~ momentum interval 3.8 < p < 4.4
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.14: Fit results for the ™7~ momentum interval 4.4 < p < 5.0
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.15: Fit results for the 7™ 7~ momentum interval 5. < p < 5.6
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.16: Fit results for the ™7~ momentum interval 5.6 < p < 6.2
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.17: Fit results for the ™7~ momentum interval 6.2 < p < 6.8
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.18: Fit results for the 7" 7~ momentum interval 6.8 < p < 7.4
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.19: Fit results for the ™7~ momentum interval 7.4 < p < 8.0
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.20: Fit results for the ™7~ momentum interval 8.0 < p < 8.6
GeV/c in lab-frame. Caption is identical to figure 7.11 for the rest.
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Figure 7.21: Pionium break-up probability Pg, as function of atom momen-
tum, as compared to best fit Monte Carlo prediction. The fit x* is 9.6 for 9
degrees of freedom. Pionium 1s lifetime value and error are indicated , for
2001+2002+2003 data.



234 CHAPTER 7. PIONIUM LIFETIME AND |Ag — A,|

1

oy
o9
o.8 | - o —o— —— é?

}

o6 [

o5

o.a S 5
pP(GeVv/c)

Figure 7.22: Fitted values of oy parameter as function of m* 7~ momentum.

The number of atom pairs N4 determined as function of p is plotted in
figure 7.23 along with the number of Coulomb pairs given by the fit in each
bin. It is seen that atom production follows rather closely the spectrum of
semi-inclusive 77~ differential cross-section, as expected from bound state
production. Note that both of these spectra are uncorrected for spectrometer
acceptance.

Pionium break-up probabilities can now be determined using the momentum-
dependent K-factors and they are shown in figure 7.21. Errors were prop-
agated from those provided by the fit for Ny and Ng. Pg, values are
compatible with a smooth increase with increasing atom momentum, as pre-
dicted by Monte Carlo tracking inside the target foil [59] [70]. We generate
a continuous set of Pg,(p) curves with varying values of the 1s pionium life-
time (71,5). x* minimization with respect to this set provides a measurement
of 715 and an error.

The fitted values of «; parameter (fraction of Coulomb pairs) are also
indicated in figure 7.22 as function of p. They show a smooth behaviour.

In figure 7.24 we plot the number of non-Coulomb pairs determined by
the fit as function of p, after subtraction of accidentals (as in [66],[86]),
and we compare the spectrum with that previously determined for Coulomb
pairs (in figure 7.23). The non-Coulomb spectrum is significantly softer
than the Coulomb spectrum, probably due to parent multibody decays of
the acompanying long-lifetime particle.
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Figure 7.23: Fitted number of atom pairs as function of their lab-frame
momentum (black circles) , as compared to the fitted number of Coulomb
pais for Q; > 2MeV/c (coloured rectangles). The latter were normalized
to half the area, to avoid the very large difference in actual scale.
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number of Coulomb pairs in figure 7.23 (dotted line), normalized to the
same area.
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7.4 Systematic error

We shall address here what we think are the most significant sources of
systematic error in the Ppg, measurement, which we have summarized in
table 7.10.

The precise criterium adopted to produce this table is to quote, for each
entry, the maximum accepted variation of the measured values with respect
to the true values, according to our studies. From this point of view, de-
viations beyond the quoted values are assigned to have a null probability,
whereas deviations within range are assumed to have a constant probabil-
ity density. Since the precise origin of the systematic errors is by definition
unknown, the previous hypothesis is at least as good as any other. If we
were to adopt, for instance, a gaussian probability density for the systematic
deviations, then the entries of table 7.10 should be replaced by standard
deviations, rather than maximum allowed values. In this case, they should
be multiplied by 1/v/3.

Concerning the multiple scattering uncertainty, we think that the error
from this particular source can be neglected. To illustrate this, in figure
7.25 we compare the reconstructed Pionium spectrum using our GEANT-
DIRAC Monte Carlo with 15% increase of upstream radiation length (which
corresponds to our 1.5% measurement [88]), to the Monte Carlo used in
GEANT-DIRAC version 2.63, which is based upon a different radiation length
hypothesis. The difference in both Q7 and Qr appears to be insignificant,
in terms of atom counting. Not only the multiple scattering in upstream
detectors is known with 1.5% precision, but in addition the use of only
the first planes of MSGC/GEM detectors in the final track fit [58] strongly
decreases the multiple scattering uncertainty.

Other source of systematic error is the ), trigger acceptance. We show
the parametrization found using accidentals in the figure 1.29 and in the
table 7.4.

Simulation of the detector backgrounds, resolution and double ionization
cuts (IH) are all known with high precision (see [66]), which is reflected in
the small estimated systematic errors indicated in table 7.10.

The uncertainty of K™K~ background is small, as a result of the re-
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sults shown in chapter 5. Moreover, the data show some sensitivity to this
correction, in quantitative terms, as reported in section 7.3 .

Target impurity correction is not 100% known, because what we have
are basically upper limits of contamination values. However, we believe an
error of 30% of the correction is conservative. Only a chemical analysis of
the bulk of the target foil would reduce this error to zero.

Assuming uncorrelated sources, we simulated random numbers with flat
probability distributions within + the extreme values indicated in table 7.10,
each being added to the contribution of the previous one, and repeated this
experiment many times. The output values show a fairly gaussian distribution
with ¢ = 0.006 , which can be used as a lo-equivalent estimator of the
systematic error.

Translation of APg, into A7y, is done by means of the curve in figure
1.4.

Table 7.10: Estimated contributions to systematic error in average break-up
probability measurement. Last row indicates total systematic error equivalent
to 1o, under the assumption of uncorrelated effects.

Simulation error A Ppg, extreme values
Trigger acceptance +0.004
MSGC+SFD backgrounds +0.006
Double-track resolution +0.003
Double ionization cut +0.003
Target impurity 40.003
K+ K~ contamination +0.003

Total 1o equivalent +0.006
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7.5 Lifetime and |ay — a3] measurement

Pionium break-up probability Pg, in the Ni foil has been determined in
two different ways. One is making a global (momentum-integrated) fit,
which provides a single measurement for the average Pg,, and another is
making 10 independent experiments to measure this quantity in 600/ eV /c
wide intervals of pionium momentum. The results (see tables 7.2 and 7.5)
are in very good agreement with each other when the average Pg, values
are compared, and have equal statistical errors. Both of them provide a
high quality fit with respect to the Monte Carlo hypothesis, in terms of y?
probability. From each of them we can determine the pionium 1s lifetime,
using the standard pionium propagation code inside the foil.

From the p-dependent fit in table 7.5, with the systematic error estimated
in section 7.4, we have :

Pg, = 0.432 £ 0.010 (stat) 4+ 0.006 (syst)

or having both error sources in quadrature:

Py, = 0.432 £ 0.0117

Using the relationship between Pg, and lifetime obtained from the pio-
nium propagation code [59] [70], we determine the pionium 1s lifetime from
the full DIRAC data sample :

T = 2.58 fgﬁg fs

where the error includes both statistic and systematic sources. It can be
converted into a measurement of the difference of s-wave scattering lengths:

lay — ag| = 0.279 +£0.010 M*

by means of the expression [2]:

1 2
e = — = 2a®p |ag — ao|*(1 + 6) M?
T1s 9

where § = (5.8 £1.2) x 1072 and p = /M2, — M2, — (1/4)a2M2,.
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Figure 7.25: Comparison between the reconstructed Pionium Monte Carlo
spectra using our GEANT-DIRAC version with increased 15% radiation
length (black) and the GEANT-DIRAC version 2.63 (red).



Chapter 8

Summary of results and
conclusions

The work presented in this thesis is effectively the final outcome of a long-
standing effort made by the group of the university of Santiago de Com-
postela and by the DIRAC collaboration at CERN, for a period of 13 years,
starting with the first proposal of the experiment in December 1994. My
work is based upon a vast amount of essential contributions, personal and
institutional, which have made possible the achievement of the experiment’s
goal, and which | am proud and fortunate to have brought to a successful
conclusion here.

Among the contributions realized in this thesis, let me pick up those
which | consider the most significant:

1) the measurement of multiple scattering in upstream detectors with
1.5% precision, with the essential help of the GEM-MSGC detector.
This is a key contribution to the final lifetime measurement, given
the fact that in 2005 multiple scattering was regarded as the main
component the systematic error [5]. Moreover, the results presented
here [88] sharply contradicted hasty measurements done with scattered
pions [79] which were argued to cast doubts on our work. A new study
made within the collaboration came to recognize the validity of our
original claim that radiation length was underestimated in the Monte
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Carlo by 15% using a different method [89], albeit with lower precision.

the measurement of KK~ background at low pair momentum (2.9
GeV/c) was a second important achievement towards reducing an-
other component of the systematic error, so far considered rather se-
rious [5]. In the absence of experimental semi-inclusive pNi data at
beam momenta close to p=24 GeV/c, using Monte Carlo models in
such a complex physics region in QCD appeared to be uncertain. For-
tunately, the existence of a powerful TDC electronics deployment in
upstream detectors (both SFD and IH) came to help us, and rendered
possible a previously unthinkable measurement, namely the discrimina-
tion of equal-mas pairs, where the time-difference (+/-) with precision
hodoscopes becomes useless. The K™K~ contamination was exper-
imentally determined and fully simulated, thus producing a new key
component in the complete set of small corrections to the lifetime
measurement.

another ingredient, which actually represents the main effort in this
thesis, is the development of a tracking method to perform pattern-
recognition of the 77~ pairs in upstream detectors, in the presence
of strong backgrounds and multiple scattering. The GEM-MSGC de-
tectors were of course instrumental to achieve this goal, but the neces-
sity to combine the space information with the time taggers from the
SFD really complicated the tracking algorithms. Fortunately, the exis-
tence of a powerful simulation (GEANT-DIRAC), and the availability
of a very strong computing resources from CESGA, rendered this task
not only viable, but exceedingly performing. Thanks to this work the
transverse momentum Q7 of the 77~ pairs could be unambiguously
determined.

the last and fundamental step in the development of this work was to
extend our previous measurement using only 2001 Ni data [6] to the full
DIRAC data sample (20014+-2002+2003). The improved spectrometer
performance in the last two years facilitated this task, and provided an
important increase in the statistics of pionium pairs.
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As a consequence of the results summarized above, and others also dis-
cussed in the thesis, our conclusions can be established as follows:

1)

a new final state, never accessed before in particle physics, the pionium
or 77~ bound states, has been copiously produced in the laboratory
(17050 atom pairs), and its ionization spectrum has been fully mapped
in both the longitudinal and transverse projections, in its center-of-
mass frame.

based upon the extrapolation method with the observed Coulomb
77~ interaction, and making no assumptions on the physics of pNi
collisions, we have determined the pionium lifetime (in 1s state) to be
s = 2.58 1913 fs, using the full DIRAC experiment data sample.

given the existence of a rigorous next-to-leading order calculation in
QCD and QED [2] the pionium lifetime determination has been con-
verted into a 3.5% measurement of the s-wave isospin 77 scattering
length difference |ag — as| in the process #™n~— > %70 at threshold,
with the result: |ag — as| = 0.279 £ 0.010 m!.
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