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5ResumoA tese aquí presentada está baseada na análise de datos do experimentoDIRAC (Dimeson Relativisti
 Atom Complex) do CERN (Laboratorio Eu-ropeo de Físi
a de Partí
ulas).O obxe
tivo de experimento DIRAC non é outro que a determina
iónda vida media do estado fundamental do átomo pióni
o ou pionium, τ1s,formado por un pión 
on 
arga elé
tri
a positiva π+ en un pión 
on 
argaelé
tri
a negativa π− 
unha pre
isión mellor 
a un 10%. O inverso da vidamedia está dire
tamente rela
ionado 
o 
adrado da diferen
ia entre as lonxi-tudes de dispersión de isospin I=0 e I=2 a través dunha rela
ión moi exa
ta:
Γ1s =

1

τ1s
= C|a0 − a2|2 (1)Como se verá nesta tese, a vida media vai ser medida 
un 7% de pre
isión,mellorando as expe
tativas orixinais do experimento, e que nos levará a medir

|a0 − a2| 
un 3.5% de pre
isión.A Teoría de Perturba
ións Chiral (CHPT) foi 
reada para estudia-la Cro-modinámi
a Cuánti
a a baixa enerxía. Esta teoría predi
e unha vida me-dia para o pionium τ1s = 2.9 ± 0.1 fs e un valor para |a0 − a2|mπ de
0.265 ± 0.004, onde mπ é a masa do pión 
argado.DIRAC supón unha proba para a Teoría de Perturba
ións Chiral, poisunha dis
repan
ia entre o experimento e dita teoría levaríanos a di
ir que aCHPT non se 
omporta 
orre
tamente.A determina
ión de τ1s é posible debido ó 
oñe
emento da rela
ión entre
τ1s e a Probabilidade de ruptura (PBr) do átomo no bran
o en 
uestión(neste 
aso un bran
o de Níquel de 98 mi
ras de grosor) sa
ada mediante autiliza
ión dun método de Monte Carlo gra
ias ó pre
iso 
oñe
emento dasse

ións e�
a
es de intera

ión do átomo 
o bran
o. A PBr é a 
antidade quese pode medir dire
tamente en DIRAC. Esta PBr depende das 
ara
terísti
asdo bran
o así 
omo da enerxía do feixe de protóns in
identes no bran
o, perotanto τ1s 
oma |a0 − a2| son 
antidades 
onstantes que non dependen dasitua
ión experimental.O método utilizado por DIRAC baséase na dete

ión de pares de pións



6 Resumopro
edentes da ruptura do pionium no bran
o tras intera

ionar 
os nú
leosdos átomos de Níquel deste e que 
hamaremos Pares atómi
os (AT). Estospares de pións son moi 
ara
terísti
os posto que salen do bran
o 
un ángulomoi pequeno, menor 
a 3 mrad e 
un momento relativo (Q) no sistemade 
entro de masas (CMS) tamén moi pequeno, menor 
a 3 MeV/c. Esospares de pións son dete
tados, no espe
tro de Q, sobre un fondo de paresde pións 
on distintas 
ara
terísti
as:
• Pares Coulombianos (CC). Son produ
idos na mesma 
olisión protón-nú
leo trala fragmenta
ión de resonan
ias de vida media 
urta e posúenintera

ión de Coulomb no estado �nal.
• Pares Non Coulombianos (NC). Produ
idos na mesma 
olisión protón-nú
leo onde polo menos un dos pións ven dunha resonan
ia de vidamedia longa. Estos pares non posúen intera

ión de Coulomb no es-tado �nal.
• Pares Accidentais (AC). Produ
idos en diferentes 
olisións protón-nú
leo. Non teñen intera

ión 
oulombiana no estado �nal.Para poder ve-los pares atómi
os sobre o fondo de CC+NC+AC foi ne
e-sario a 
onstru

ión dun espe
trómetro de dobre brazo 
on moita pre
isiónna media do Q dos pares. A resolu
ión do espe
trómetro é duns 0.5 MeV/cno momento relativo lonxitudinal no sistema 
entro de de masas (QL) eduns 0.1 MeV/c para o momento relativo transversal no sistema de 
entrode masas (QT ). Un feixe de protóns de momento 24 GeV/c lánzase 
on-tra o bran
o de Níquel de 98 mi
ras e tra-lo bran
o atópanse os dete
toresMSGC/GEM (Cámaras de Mi
ropistas de Gas), 
unha resolu
ión na posi
ióndunhas 60 mi
ras, e os dete
tors SFD (Dete
tores de Fibras 
entelleantes),
unha resolu
ión dunhas 120 mi
ras. Estos dous dete
tores son usados parao sistema de trazado, sendo o MSGC/GEM o en
argado, en última instan-
ia de medi-lo ángulo entre partí
ulas, quedando a SFD relegado a un usode sele

ión de trazas, e non é utilizado na medida da posi
ión. Despoisdestos dous dete
tores atópanse situados os IH (Hodos
opios de Ioniza
ión)que serven para separar pares de partí
ulas a moi baixo ángulo 
ando non



7puido ser resolto polo sistema MSGC/GEM-SFD mediante a esixen
ia dedoble ioniza
ión. Tra-lo IH está situado o imán, 
uxo 
ampo magnéti
o se
oñe
e 
om moita pre
isión, o 
al é ne
esario para 
al
ula-lo momento daspartí
ulas no sistema de laboratorio. Despois do imán están as DC (Cámarasde deriva) para re
onstruí-las trazas despois deste, e os VH e HH (Hodos
o-pios Verti
ais e Hodos
opios Horizontais) os 
ales son usados no sistemade sele

ión de su
esos e que teñen unha resolu
ión duns 170 ps. Servenpara dis
riminar su
esos que veñen de distintas intera

ións protón-nú
leo.E por último atópanse situados os CH (Contadores Cherenkov), PSH (De-te
tores de Pre
as
ada) e os MU (Dete
tores de muóns) que serven paradis
rimina-los ele
tróns no 
aso dos dous primeiros e os muóns no 
aso dosúltimos.Para 
al
ula-la PBr é ne
esario o 
oñe
emento 
oa maior pre
isión posibledo número de átomos e o número de Pares Coulombianos para un 
orte demomento relativo dado. Para obter estas 
antidades 
reouse un programa
hamado GEANT-DIRAC e que se basa en GEANT, no 
al se des
ribe axeometría do espe
trómetro. Aparte deste programa xenéranse pares depións 
oas 
ara
terísti
as 
inemáti
as dos 
atro tipos de pares de pións vistosantes (AT,CC,NC,AC), e fanse pasar polo 
ódigo de GEANT-DIRAC parasimula-la a
eptan
ia do espe
trómetro. Estos 
atro tipos de Monte Carloson utilizados para, mediante unha 
ombina
ión lineal substrae-lo númerode átomos e número de Pares Coulombianos, 
antidades que se usan paradetermina-la PBr, e que nos leva dire
tamente á medida da vida media.Na a
tualidade existen dúas determina
ións de τ1s no experimento DIRAC
omo resultado da análise dos datos 
orrespondentes ó ano 2001, unha na
al se utilizou toda a informa
ión dos dete
tores do espe
trómetro de DIRACe que se 
orresponde 
o resultado �nal de memoria de tese de Otón VázquezDo
e, obtendo τ1s = 2.58 +0.26
−0.22(stad) +0.15

−0.14(sist) fs e outro no que os de-te
tores MSGC/GEM foron deixados fóra do pro
eso de 
rea
ión e sele

iónde trazas, no que se obten τ1s = 2.91 +0.45
−0.38(stad) +0.19

−0.49(sist) fs onde tantoos erros sistemáti
os 
oma os estadísti
os son maiores, os primeiros debidosprin
ipalmente a un maior des
oñe
emento da dispersión múltiple dos piónsó paso polos dete
tores situados entre o bran
o e o imán. E os segundos de-bido á utiliza
ión dun método de axuste que 
laramente da peores resultados



8 Resumoxa que ámbalas dúas mostras de datos son pra
ti
amente iguais.Nesta tese in
lúense na análise os datos 
orrespondentes ó período dosanos 2002 e 2003, o 
al por si mesmo nos leva a mellorar de forma apre-
iable o erro estadísti
o, pero tamén se fai unha análise máis profunda doserros sistemáti
os, 
omo por exemplo o 
oñe
emento da 
ontamina
ión depares K+K− dentro da mostra de π+π−, así 
omo a 
apa
idade de poderdis
riminar 
orre

ións debidas ó tamaño �nito dos nú
leos do bran
o.Para 
hegar ó resultado �nal foi ne
esario pasar por unha serie de pasosintermedios, 
omo foron o alineamento dos Dete
tores de antes do imán, oestudio da e�
ien
ia e 
omportamento do SFD utilizando o MSGC/GEM, oestudio da dispersión múltiple nos dete
tores de antes do imán, un pre
isoestudio da 
ontamina
ión de kaóns na mostra de pións e �nalmente a análiseda vida media utilizando datos do 2002 e 2003 por un lado e 
oa mostra
ompleta, sumando os datos re
olleitos no 2001 e que nos leva �nalmenteás 
on
lusións.O alineamento dos dete
tores de despois do imán foi feito mediante unmétodo iterativo. O programa ARIANE utilízase para o pro
eso de re
on-stru

ión de su
esos. Para 
omezar, defínese o 
on
epto de resíduo (paraos dete
tores MSGC/GEM e SFD) 
omo a diferen
ia entre a extrapola
ióndunha traza dada sobre o plano en 
uestión e a sinal dese plano aso
iadaa dita traza. O método trátase de move-la orienta
ión dos dete
tores e aposi
ión dun dos bordes ata que as distribu
ións de resíduos estén 
entradasen 
ero en que a an
hura de dita distribu
ión sexa mínima. Isto 
onséguesee ademáis móstrase a posi
ión 
al
ulada do feixe de protóns 
omo resultadoda extrapola
ión das trazas usadas ata o plano do bran
o.Para estudia-la e�
ien
ia do dete
tor SFD o que se fai é sele

ionar trazasre
onstruídas 
o sistema MSGC/GEM-SFD e borra-las sinais do plano en
uestión do dete
tor SFD. As trazas re
onstruídas son extrapoladas a ditoplano e no entorno bús
ase pola existen
ia de sinal. Desta forma podemosfa
er un estudio da probabilidade de atopar 0,1 ou 2 sinais para 
ada parde trazas. O estudio realízase 
omparando os resultados atopados nos datos
on varios tipos de Monte Carlos no que se 
ambiaron varios parámetros dasimula
ión tales 
omo e�
ien
ias dos dete
tores e multipli
idade de sinais en
ada plano. Como resultado �nal atópase que o SFD ten unha e�
ien
ia de



9prá
ti
amente un 98%.O estudio da dispersión múltiple nos dete
tores situados antes do imánrealízase tamén utilizando o sistema MSGC/GEM-SFD. Neste 
aso trátasede averiguar se a 
antidade de materia que hai na simula
ión de GEANT-DIRAC é ou non 
orre
ta. Utilizando ARIANE para re
onstruí-las trazas,extrapolamos estas ata a posi
ión do vérti
e e 
al
ulámo-a distan
ia entreámba-las dúas. Deste xeito obtemos unha distribu
ión para datos reais eoutra para o Monte Carlo GEANT-DIRAC. Mediante unha análise depen-dente do momento vemos 
omo a an
hura da distribu
ión do Monte Carloé un 15% menor, o 
al nos leva a a�rmar que a 
antidade de materia dosdete
tores de antes do imán está subestimada en GEANT-DIRAC nun 15%
un erro dun 1%, o 
al é un logro moi importante dentro do experimentodado que en prin
ipio se 
ría que este ía ser un dos erros sistemáti
os máisimportante e �nalmente se demostrou que é pra
ti
amente nulo. Fíxose unestudio dos 
ambios na distribu
ión debido a varia
ións no pro
edemento deaxuste das trazas, nas distribu
ións de 
arga nas MSGC/GEM e tamén namultipli
idade de sinais neste dete
tor e no SFD, o que demostrou a �abili-dade da medida. Finalmente, 
al
ulámo-la an
hura do feixe de protóns tantona proxe

ión X 
oma na Y 
omparando as distribu
ións para datos a

i-dentais e non a

identais, xa que ambas distribu
ións dis
repan polo feitode que a an
hura dos pares a

identais ven dada por tres fa
tores, 
omo sona resolu
ión dos dete
tores, a dispersión múltiple neles e a an
hura do feixede protóns, mentres que para os pares non a

identais só os dous primeiros
ontribúen xa que os dous pións veñen do mesmo punto matemáti
o de-bido a que pro
eden da mesma intera

ión protón-nú
leo, e en 
ambio osa

identais non.Finalmente, e antes de entrar na análise dire
ta da vida media, fíxoseun estudio da 
ontamina
ión de kaóns en DIRAC. Para empezar utilizousea informa
ión dos dete
tores VH para en
ontrar pares Kπ debido a quepartí
ulas máis pesadas tardan máis en 
hegar ata os VH. Observouse que a
antidade de K+π− é maior que a de K−π+ en máis dun fa
tor 2. Despois, eutilizando os datos reais dos anos 2001, 2002 e 2003 usouse toda a informa-
ión de tempos dispoñibles na SFD, IH e VH para poder 
al
ula-los temposde voo das partí
ulas dende a zona de antes do imán ata a zona de despois



10 Resumodo imán e poder tradu
ir estos tempos a masas 
adradas e atopa-la sinal depares K+K−. Para 
hegar a este obxe
tivo utilizáronse dous métodos, nundos 
ales se utilizaban tódolos tempos para ser promediados, e outro ondeos tempos dos IH se utilizaban 
omo veto para limpa-la sinal de K+K−.Ámbolos dous métodos dan un resultado moi 
ompatible e que �nalmentenos leva a a�mar que a 
ontamina
ión de K+K− sobre a mostra de π+π−a un momento de 2.9 GeV/c é de 2.38 × 10−3. En DIRAC existen datossele

ionados para ver pares pK− pro
edentes do Λ(1116) e que sele

io-nan pares de partí
ulas 
on momentos moi distintos (a partí
ula negativaten un momento do orden de 4 GeV/c mentres o da positiva é da orde de2 GeV/c). Esta diferen
ia de momento permítenos utiliza-la diferen
ia detempo entre os dete
tores de antes do imán e os VH para en
ontrar pares departí
ulas de mesma masa, neste 
aso pares K+K− e desta maneira obter unsegundo punto da 
ontamina
ión de K+K− sobre π+π− a alto momento.Tanto a 
ontaminan
io de pares Kπ 
omo a de pares KK foi 
al
uladausando o Monte Carlo UrQMD amosando un gran a
ordo, non tanto na 
an-tidade, pero si na derivada 
on respe
to ó momento. Para �nalizar taménfoi posible, elixindo os 
ortes apropiados nas masas 
adradas 
al
uladas 
oasdiferen
ias de tempo entre os IH e os VH, atopar unha sinal K−p ainda queneste 
aso non se 
al
ulou a 
ontamina
ión en rela
ión á 
antidade de pares
π+π− posto que estos pares non teñen in�uen
ia na mediade de DIRAC.E para �nalizar realizouse a análise para os datos do 2002 e 2003 e depoisintegrouse 
oa mostra xa analizada do 2001. Desta maneira, atopáronse untotal de 17005 pares atómi
os produ
to da ruptura do átomo no bran
o,
uxo espe
tro de ioniza
ión foi determinado 
on pre
isión nas proxe

iónstransversa e lonxitudinal do momento relativo no 
entro de masas.A vida media do estado 1s do pionium foi determinada para a mostra
ompleta de datos, resultando ser τ1s = 2.58 +0.19

−0.18 fs usando un método deextrapola
ión á zona na que se atopan os pares atómi
os e sen fa
er ninguhapresun
ión sobre a físi
a das 
olisións proton-Níquel.Debido á existen
ia dun 
al
ulo riguroso en QCD e QED, a vida media do
pionium foi 
onvertida nunha medida dun 3.5% da diferen
ia nas lonxitudesde dispersión de Isospin 0 e 2, |a0 − a2| para o pro
eso π+π− → π0π0 noumbral, 
o resultado de |a0 − a2|mπ = 0.279 ± 0.010.



Chapter 1The DIRAC Experiment
1.1 Introdu
tionThe DIRAC experiment [1℄ aims to make a pre
ision measurement of the dif-feren
e between the isos
alar a0 and isotensor a2 S-wave s
attering lengths.There exists a pre
ise (1.5%) relationship, a

urate to next-to-leading orderin the quiral expansion of QCD and QED, between |a0 −a2| and the lifetime
τ of the 1s π+π− (pionium) bound states : 1/τ = C|a0 − a2|2 [2℄. In orderto determine |a0−a2| down to , for instan
e 5%, the lifetime has to be mea-sured with 10% a

ura
y. On the other hand, pion s
attering lengths havebeen 
al
ulated in the framework of Chiral Perturbation Theory (CHPT) withat least the same level of a

ura
y [3℄, and for this reason DIRAC representsan important test to validate or disprove this theory. Should CHPT have tobe abandoned, and a generalized CHPT be adopted [4℄, the physi
s 
onse-quen
es would be far-rea
hing, spe
ially in what 
on
erns the QCD quiral
q̄q 
ondensate, whi
h rules QCD spontaneous 
hiral symmetry breaking inva
uum. In fa
t, this parameter also plays an relevant role in 
osmologi
almodels.As we shall see in this thesis, the experimental measurement by DIRACa
tually ex
eeds the anti
ipated level of pre
ision, and rea
hes 3.5% in theS-wave s
attering length di�eren
e, improving the previous DIRAC results[5℄ [6℄ [7℄. 11



12 CHAPTER 1. THE DIRAC EXPERIMENT1.2 Chiral Perturbation Theory and QCDThe Standard Model (SM) 
omprises our understanding of the strong andele
troweak intera
tions. The strong part of the SM, quantum 
hromody-nami
s (QCD) exhibits two distint
 features, asymptoti
 freedom and 
olour
on�nement. At large momentum transfer ( Q > 1 GeV/
), QCD is essen-tially a perturbation theory and it has been tested in many rea
tions. In thisregion, quarks are 
onsidered massles, and then the QCD lagrangian is invari-ant under the Chiral SU(2)L×SU(2)R transformations, or SU(3)L×SU(3)Rif we also 
onsider the strange quark mass ms negligible. On the other hand,the observed hadron spe
trum with no mass degenerate hadron multipletswith opposite parity, suggests that the ground state of the theory is asym-metri
 under the a
tion of either of these two groups. This phenomenon,whi
h is due to non-zero va

uum expe
tation values of q̄q quark operators,is known in the literature as spontaneous breakdown of 
hiral symmetry. Itplays a role in QCD similar to that of the Higgs �eld in the ele
troweakse
tor, that also spontaneously breaks the ele
troweak gauge symmetry.Be
ause the broken symmetry is 
ontinuous, there exist three (in the
ase of SU(2)) massles pseudos
alar parti
les in the spe
trum, or Goldstonebosons. The three lightest hadrons π+,π−,π0 indeed are pseudos
alars butthey are not massles as Goldstone bosons are. This is attributed to thefa
t that the full QCD Lagrangian is not 
hiral invariant, sin
e quark massesbreak the SU(2)L×SU(2)R symmetry and the pions appear with mass mπ ∼135MeV/
.Chiral Perturbation Theory (ChPT) was 
reated by S. Weinberg [8℄ andsin
e then it has been 
onverted into a very powerful tool [9℄ [10℄ to de-s
ribe the low energy region (low momentum transfer, Q < 100MeV/c)for hadron intera
tions. ChPT is an e�e
tive theory formulated in terms ofthe physi
al pion �elds instead of quark and gluon degrees of freedom. Itis mathemati
ally equivalent to QCD and it provides a systemati
 way toevaluate S-matrix elements at low energies.Ex
ellent reviews of ChPT 
an be found for example in referen
es [11℄[12℄.



1.2. CHIRAL PERTURBATION THEORY AND QCD 131.2.1 ππ s
atteringPion-pion s
attering has allways been a main testing ground for ChPT, be-
ause it dire
tly handles the behaviour of the Goldstone bosons, whi
h arethe essen
e of the theory. Rather than trying to review here the extensiveliterature on the subje
t, we fo
us on a re
ent 
ontribution by H. Leutwyler[13℄, whi
h summarizes the status of our knowledge of the s-wave isospins
attering lengths a0 and a2, both from the theoreti
al and experimentalpoints of view. It is illustrated in �gure 1.1, borrowed from this referen
e.The 
orre
tions to Weinberg's low energy theorems [14℄ for a0 and a2(see left dot in �gure 1.1) have been worked out to �rst non-leading order[15℄ (middle dot), and those of next-to-next-to-leading order are also known[16℄ (dot on the right). When the 
hiral perturbation series is mat
hed todispersive representations of the amplitude arising from low energy theorems,very a

urate predi
tions for the s
attering lengths are obtained [15℄ (see thesmall ellipse in �gure 1.1).In most produ
tion experiments, the two pions in the �nal state are a
-
ompanied by other hadrons, whi
h often makes the analysis model-dependent.Some ex
eptions to this 
ase are e+e− → π+π−, τ → νππ and K → eνππ(K4e4
). In the latter pro
ess the K → ππ form fa
tors allow a measurementof the phase di�eren
e between s and p waves, δ0

0 − δ1
1. The ellipse labelledE865 [17℄ in �gure 1.1 shows the 
onstraint imposed on a0 and a2 by the

K4e4
data 
olle
ted at Brookhaven.Some improvements are obtained when the latter data and other fromvarious hadron experiments are 
ombined in a model-independent analysis ofthe ππ partial-wave amplitudes using dispersion relations. The area labelledPY in �gure 1.1 shows the results of this analysis [18℄ when proje
ted ontothe (a0, a2) plane. Also shown in �gure 1.1 are the two ellipses 
orrespondingto 1σ and 2σ 
ontours from the analysis of authors in referen
e [19℄.A new player in the �eld was in
orporated after the brilliant idea byN. Cabibbo [20℄ of utilizing the 
usp observed by the NA48/2 experimentat CERN in the de
ay K± → π±π0π0, to measure the di�eren
e a0 −

a2. However the presen
e of three �nal state pions still entails a level of
omplexity in the analysis that 
annot be minimized, when one gets to the
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ent level a

ura
y. The original authors have estimated an intrinsi
theoreti
al un
ertainty of 5% [21℄, despite the very pre
ise experimental data.New studies have been made sin
e then on the theory side [22℄, [23℄. Resultsfrom this input are shown in �gure 1.1 under the label NA48/2 K3π. Thesame group has invesigated a very large sample of K4e4
de
ays [24℄ alsoindi
ated in �gure 1.1 by the broad verti
al band.
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Figure 1.1: S wave s
attering lengths: theoreti
al results.In this thesis, we are going to report on a di�erent kind of experimentalmeasurement of the ππ s
attering lengths [1℄. As far as the rea
tion 
han-nel is 
on
erned, it 
an hardly be more dire
t, sin
e the two-body pro
ess
π+π− → π0π0 is de
oupled in time from any other ba
kground rea
tion, andit takes pla
e pra
ti
ally at rest. The DIRAC experiment 
onsists of formingpionium states (ele
tromagneti
ally bound π+π−) using a high energy protonbeam, and measuring the atom lifetime by observing its survival probability,or ionization yield, in a very thin metal foil.



1.3. PIONIUM LIFETIME IN QCD AND QED 151.3 Pionium lifetime in QCD and QEDA pre
ision measurement of pionium lifetime as a means to determine the
ππ isospin s
attering length di�eren
e |a0−a2| is the fundamental obje
tiveof the DIRAC experiment at CERN [1℄. In fa
t, as we have seen above, thedi�eren
e |a0 − a2| is 
al
ulable in Chiral Perturbation Theory (ChPT), andit is very sensitive to the value of the quark 
ondensate in QCD [4℄, and thusto the manner in whi
h 
hiral symmetry is spontaneously broken.We shall brie�y review in this se
tion the theoreti
al understanding ofhow su
h determination 
an be a
hieved to the per
ent level, and mentionsome of the subtleties involved in it.The authors of referen
e [25℄ have re
ently pointed out that a 
onsid-erable step forward in the pre
ision 
al
ulation of the spe
trum of hadroni
atoms took pla
e when the non-relativisti
 e�e
tive Lagrangian approa
hwas introdu
ed for the study of bound states, originally in the framework ofQED [26℄. When using su
h approa
h, the 
al
ulation of the pionium atomspe
trum 
an be treated separately from the 
hiral expansion. This a
tuallybe
omes possible be
ause of the large di�eren
e of the relevant momentums
ales: whereas the 
hara
teristi
 momenta in ChPT are of order of the pionmass, the typi
al bound state momentum is the inverse of the Bohr radius,whi
h prompts the su

esful use of the non-relativisti
 Lagrangian approa
hfor the analysis of the bound state.Let us summarize how this 
on
ept is applied to the pionium state, fol-lowing the original publi
ations [27℄,[28℄,[29℄ by J. Gasser, V.E. Lyubovitskij,A. Rusetsky and A. Gall (GLRG).GLRB have made a rigorous analysis of pionium π0π0 width using a non-relativisti
 lagrangian (NRL), in asso
iation with quantum me
hani
s per-turbation theory (Feshba
h formalism of the Rayleigh-S
hrödinger theory).The non-relativisti
 Lagrangian L 
ontains all terms needed to evaluate thede
ay width Γπ0π0 up to and in
luding terms of order α9/2.At this order of pre
ision, L = L0 + LD + LC + LS 
onsists of a freeLagrangian for 
harged and neutral pions (L0), a dis
onne
ted pie
e provid-ing the 
orre
t relativisti
 relation between the energies and momenta of thepions (LD), a Coulomb intera
tion pie
e (LC), and a 
onne
ted pie
e (LS),
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h 
ontains lo
al four-pion intera
tion verti
es, de�ned by the expressions:
L0 =

∑

i=±,0

π†
i

(

i∂t − Mπi
+

△
2Mπi

)

πi,

LD =
∑

i=±,0

π†
i

( △2

8M3
πi

+ · · ·
)

πi, (1.1)
LC = −4πα(π†

−π−)△−1(π†
+π+) + · · · ,

LS = c1π
†
+π†

−π+π− + c2[π
†
+π†

−(π0)
2 + h.c.] + c3 (π†

0π0)
2

+ c4[π
†
+

↔

△ π†
−(π0)

2 + π†
+π†

−π0

↔

△ π0 + h.c.] + · · · ,where πi are the isospin 
omponents of the pion �elds, and ∆−1 denotesthe inverse of the Lapla
ian. The 
ouplings ci are determined by mat
hingto the relativisti
 pion s
attering theory.The authors show [29℄ that the above Lagrangian provides a rigorousdes
ription of low-energy intera
tions of pions and photons, at order α. Itis a
tually the restri
tion at the non-relativisti
 limit of the most generalLagrangian in
luding all possible operators (an in�nite tower with in
reas-ing mass dimension) allowed by the symmetries, the building blo
ks be-ing the 
ovariant derivatives of the 
harged and neutral pion �elds, as wellas Maxwell's equations.Transverse photons 
ontribute neither to the de
aywidth at O(α9/2), nor to the mat
hing 
ondition at threshold, and that al-lows to eliminate Coulomb photons by using the equations of motion, leadingto the Lagrangian 1.1.The real and imaginary parts of the pole positions (z) that des
ribe thebound states in the Rayleigh-S
hrödinger formalism mentioned above 
an be
al
ulated by means of an iterative pro
edure applied to a perturbed poten-tial, whi
h is unambigously derived from the non-relativisti
 Lagrangian, tothe required pre
ision. As a result of this analysis, the π0π0 pionium width(Γπ0π0 = −2Imz) 
an be expressed in terms of the four low energy 
on-stants, namely c1,c2,c3,c4 , with pre
ision that in
ludes all terms of O(α9/2).The �nal expression is:
Γ2π0 = −α3M3

π+

4π
Imw

(

1 +
αM2

π+

4π
ξ Rew

)

+ · · · ,
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ξ = 2 lnα − 3 + Λ + ln

M2
π+

µ2
,

Λ = (µ2)d−3[(d − 3)−1 − Γ′(1) − ln 4π],

Imw = −Mπ0

2π
ρ1/2

(

1 +
5ρ

8M2
π0

)

(c2 − 2ρc4)
2

×
(

1 − ρ
M2

π0c2
3

4π2

)

, Rew = −c1, (1.2)where ρ = 2Mπ0(Mπ+ −Mπ0 − 1
8
α2Mπ0), µ is the renormalization s
aleand d is the number of spa
e dimensions.The same NRL 
an be used to study the on-shell amplitude at thresholdfor the pro
esss π+π− → π0π0, in the presen
e of photons. Spe
i�
ally, itis shown that the analyti
 stru
ture of this amplitude at order α , on
e thedivergent Coulomb phase is split o�, 
an be written as:

ReT 00;±
NR (p) =

B1

|p| + B2 ln
2|p|
Mπ+

+
1

4M2
π+

Re A+−00
thr + o(p) , (1.3)where p is the π+π− relative momentum in the 
enter-of-mass frame and

ReA+−00
thr represents the non-singular part of the amplitude at threshold.The singular 
ontributions of the �rst two terms are generated by theex
hange of one Coulomb photon, a

ording to the Feynmann diagrams (a)and (b) in �gure 1.2, respe
tively. The B1 and B2 
oe�
ients (whi
h are oforder α), as well as the non-singular term ReA+−00

thr , 
an be mat
hed to thelow energy 
onstants of the NRL. In parti
ular ReA+−00
thr 
an be related tothe 
onstants c1, c2, c3, c4 as follows:

1

4M2
π+

ReA+−00
thr = 2c2 − 4M2

π0κ
(

c4 +
c2c

2
3

8π2
M2

π0

)

+
αM2

π+

4π

(

1 − Λ − ln
M2

π+

µ2

)

c1c2. (1.4)where κ = (M2
π+/M2

π0)−1 and Λ was de�ned in (1.2). The 
onstants c1and c3 
an be expressed, at order zero in α, in terms of the isospin s
atteringlengths a0 and a2 as follows:
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c1 = (4π/3)(2a0 + a2)/Mπ+

2 + O(α)

c2 = (2π/3)(a0 + 2a2)/Mπ+
2 + O(α) (1.5)

a bFigure 1.2: Diagrams that generate a singular behavior of the π+π− →
π0π0 s
attering amplitude at threshold in the relativisti
 theory: (a) vertex
orre
tion, (b) internal ex
hange of the photon. Solid lines represent 
hargedpions and dotted lines neutral pions.Formulae (1.2) and (1.4) lead us to the following expression, a

uratewith pre
ision α9/2 :

Γ2π0 =
2

9
α3p⋆A2(1 + K), (1.6)with p⋆ = (M2

π+ − M2
π0 − 1

4
M2

π+α2)
1/2, and

A = − 3

32π
ReA+−00

thr + o(α), (1.7)
K =

κ

9
(a0 + 2a2)

2 − 2α

3
(lnα − 1) (2a0 + a2) + o(α).The ultra-violet divergent 
ontributions that appear at O(α9/2) both inthe analysis of Γπ0π0 and ReA+−00

thr , with opposite signs, through the respe
-tive terms Λ + ln(M2
π+/µ2) , are again rooted into the diagram (b) of �gure
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tually removed by the renormalization pro
edure in thes
attering pro
ess π+π− → π0π0. We have 
he
ked 1 that indeed expression(1.6) is veri�ed with pre
ision α9/2.The above result is of fundamental importan
e, be
ause it provides arigorous and a

urate relationship between two physi
al quantities, namelythe pionium π0π0 width, subje
t to pre
ision measurement by DIRAC, andthe non-singular pie
e of the relativisti
 s
attering amplitude at threshold forthe pro
ess π+π− → π0π0. In its derivation only the NRL (exa
t at O(α9/2)),and standard non-relativisti
 quantum me
hani
s perturbation theory havebeen used. It is worth noting that, in parti
ular, ChPT has not been used inthis approa
h.Given the fa
t that the quantities a0 and a2 are 
al
ulable in ChPT,GLRB have used this theory to disentangle the isospin-breaking 
orre
tionsat O(α9/2), in order to single out the leading 
ontribution to ReA+−00
thr ,whi
h is 
ertainly a0 − a2. In fa
t, already expression (1.7) is normalizedsu
h that in the isospin limit (α = 0) we have A = a0 − a2.ChPT 
an now be invoked in order to extra
t the ππ s
attering lengthsfrom the experimental information on the width, and the amplitude A 
anbe expanded as2:

A = a0 − a2 + h1 (md − mu)
2 + h2 α + o(δ), (1.8)where δ now stands for either α or the quark mass di�eren
e mu −

md. The above expression a
tually de�nes the strong ππ s
attering lengthsevaluated in QCD at α = 0, mu − md = 0. Note the 
oe�
ients h1 and h2are not 
hanged when taking the isospin symmetry limit.The 
oe�
ients hi are then evaluated in the framework of standardChPT. The result for h1 at order e2p2 is known in the literature [30℄ andit is negligible at order α. We have h1 = O(m̂) , with m̂ = mu + md.The 
oe�
ient h2 
ontains two parts h2 = h∆ + hγ + O(m̂) [30℄ . As a1we thank Mar
os Se
o and the authors for helping us using MATHEMATICA for thispurpose.2in QCD the s
attering amplitude π+π− → π0π0 does not 
ontain terms linear in thequark mass di�eren
e mu − md.
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onsequen
e of this analysis , the pionium de
ay width 
an be expressed inthe form :
Γ2π0 =

2

9
α3p∗ (a0 − a2 + ǫ)2 (1 + K) , (1.9)with

ǫ = αh∆ + αhγ + · · ·

=
3∆e.m.

π

32πF 2
π

{

1 +
M2

π+

12π2F 2
π

[

23

8
+ l̄1 +

3

4
l̄3 +

3

2
l̄4

]}

+
3αM2

π+

256π2F 2
π

(P (Ki) − 8Zl̄4) + · · · . (1.10)where
P (Ki) =

128π2

3

(

−6(Kr
1 + Kr

3) + 3Kr
4 − 5Kr

5 + Kr
6 + 6(Kr

8 + Kr
10 + Kr

11)
)

− (18 + 28Z) ln
M2

π+

µ2
− 2Z

(

ln
msB0

µ2
+ 1

)

− 30 . (1.11)the ellipses denote terms of order O(m̂(md − md)
2, αm̂2) and higher,whi
h are negligible. l̄i denote the running 
oupling 
onstants lri at s
ale µ =

Mπ+ . Kr
i denote the ele
tromagneti
 low energy 
onstants in SU(3)×SU(3)ChPT. Both Z and ∆e.m.

π are de�ned in the 
hiral limit :
∆e.m.

π = ∆π|mu=md
, Z =

∆π

8παF 2

∣

∣

∣

∣

mu=md=0
. (1.12)where ∆π = M2

π+ − M2
π0 . B0 is related to the 
hiral 
ondensate in

SU(3) × SU(3) and ms denotes the strange quark mass [10℄.The detailed numeri
al analysis of equations (1.11) and (1.12) has been
arried out by GLRB in referen
es [28℄ ,[29℄ , and more re
ently summarizedin referen
e [25℄. A

ording to it, we have:
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ǫ = (0.58 ± 0.16) · 10−2 , K = 1.07 · 10−2 . (1.13)We will use expression (1.9) for our |a0 − a2| measurement with theindi
ated values of ǫ and K, as then main theoreti
al input in this thesis.Formula 1.9 
an also be re
ast [29℄ under the form:

Γ2π0 =
2

9
α3p∗ (a0 − a2)

2 (1 + δT ) , (1.14)with δT = (5.8 ± 1.2) × 10−2.1.3.1 Photon de
ays of pioniumIn the s-wave, pionium de
ays overwhelmingly into π0π0. Let us brie�y
omment on the high order 
ontributions that lead to photons in the �nalstate.At leading order the de
ay width into π0π0 
ounts at O(α7/2). Next-to-leading isospin breaking 
orre
tions are of order α9/2, as we have seen.The anomaly-indu
ed de
ay into π0γ 
annot pro
eed in the s-wave (due toC-invarian
e) [29℄, and the de
ay into γγ starts at order O(α5) [31℄, and atleast at the same order O(α5) starts the de
ay into π0π0γγ [29℄. At order
O(α9/2), the multi-photon �nal states of the type π0π0γ do not 
ontributeeither [32℄. In 
onsequen
e, at O(α9/2) only pionium de
ay into π0π0 �nalstate needs to be taken into a

ount.1.4 Pionium produ
tionThe di�erential produ
tion 
ross se
tion of pionium atoms only o

urs in
S-states [33℄, and 
an be expressed as:

dσn
A

d~pA
= (2π)3

EA

MA
|ΨC

n (~r∗ = 0)|2 d2σ0
s

d~p+d~p−

∣

∣

∣

∣

∣

~p+=~p−

(1.15)



22 CHAPTER 1. THE DIRAC EXPERIMENTwith ~pA, EA and MA the momentum, energy and mass of the atom in thelab frame, respe
tively, and ~p+, ~p− the momenta of the 
harged pions. Thesquare of the Coulomb atomi
 wave fun
tion for zero distan
e ~r∗ betweenthem in the 
enter of mass system is |ΨC
n (0)|2 = p3

B/πn3, where pB =

mπα/2 is the Bohr momentum of the pions and mπ the pion mass.Final state intera
tion also transforms the �unphysi
al� 
ross se
tion σ0
sinto a real one for Coulomb 
orrelated pairs, σC [34, 35℄:

d2σC

d~p+d~p−
= |ΨC

−~k∗
(~r∗)|2 d2σ0

s

d~p+d~p−
, (1.16)where ΨC

−~k∗
(~r∗) is the 
ontinuum wave fun
tion and 2~k∗ ≡ ~q with ~qbeing the relative momentum of the π+ and π− in the CMS 3. |ΨC

−~k∗
(~r∗)|2des
ribes the Coulomb 
orrelation and at r∗ = 0 
oin
ides with the Gamov-Sommerfeld fa
tor AC(q) with q = |~q| [35℄:

AC(q) =
2πmπα/q

1 − exp(−2πmπα/q)
. (1.17)Charged pions with opposite 
harge emerging from a high energy proton-nu
leus 
ollision are produ
ed dire
tly or originate from strong short-lived(ρ, ω, K∗,...) or ele
troweak long-lived (η, η′, K0

s , ...) sour
es. Pion pairsfrom short-lived sour
es undergo Coulomb �nal state intera
tion and maytherefore form atoms4, sin
e the region of produ
tion is very small as 
om-pared to the Bohr radius of the atom (rB = 387fm). The total pion spe
-trum is formed by four type of pion pairs:
• Atomic Pairs. Coulomb bound state of two pions (pionium) produ
edin one proton-nu
leus 
ollision.
• Coulomb Pairs. Produ
ed in one proton-nu
leus 
ollision from frag-mentation or short-lived resonan
es and exhibit Coulomb intera
tionin the �nal state.3For the sake of 
larity we use the symbol Q for the experimentally re
onstru
ted and

q for the physi
al relative momentum.4the 
ontribution to the pionium produ
tion of long-lived sour
es was negle
ted as itis under the 1% level.
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• Non Coulomb Pairs (or Long − lived Pairs). Produ
ed in oneproton-nu
leus 
ollision where at least one pion 
omes from a long-lived resonan
e. They do not exhibit Coulomb intera
tion in the �nalstate.
• Accidental Pairs. The two 
harged parti
les are produ
ed in twodiferent proton-nu
leus 
ollisions. They do not exhibit Coulomb inter-a
tion in the �nal state.In �gure 1.3 we show the pre
ision time di�eren
e measured by the TOFdete
tors (Verti
al Hodos
opes). The 1ns 
oin
iden
e peak (prompt pairs)is formed by atomi
 pairs, Coulomb pairs and non-Coulomb pairs, apart froma fra
tion of a

idental pairs that 
an be easily extrapolated. The peak width(∼ 170 ps) is determined by dete
tor resolution. Proton ba
kground 
an beappre
iated in the peak asymmetry. Pairs in the 
olored lateral band area

idental pairs.1.5 Propagation inside the targetAfter produ
tion, the pionium atoms propagate inside the target foil, inter-a
ting mostly with the ele
tromagneti
 �eld of the target atoms. Thereforepionium 
an undergo one of the three following pro
esses [36℄ [1℄, one me-diated by strong for
es, and the other two of ele
tromagneti
 nature:
• Annihilation into π0π0

• Ionization (break up) by the target nu
lei into π+π−

• Ex
itation/de-ex
itation to higher/lower prin
ipal quantum numberlevelsThe relation
1 = PBr + Pann + Pdsc (1.18)
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Figure 1.3: Time di�eren
e between positive and negative parti
les measuredby the Time-of-Flight dete
tor in 2002. Red: Atom pairs, green: Coulombpairs, blue: Long-lived pairs, and yellow: A

idental pairs.is obviously satis�ed being PBr the pionium breakup probability, Pannthe annihilation probability, and Pdsc stands for the probability of the atomleaving the target in a dis
rete state.Using a high-Z and thin target, the pionium ionization probability 
om-petes mainly with the anihilation pro
ess, so that Pdsc is highly redu
ed.The π+π− pairs 
oming from pionium break-up (atomi
 pairs) exhibitspe
i�
 kinemati
al features whi
h allow to identify them experimentally. Forthin targets (10−3X0), due to the very small momentum transfer indu
ed bythe ele
tri
 �eld near the target nu
lei, the signal of atomi
 pairs is dete
tedby DIRAC spe
trometer as an ex
ess with respe
t to Coulomb-
orrelatedpairs at very low 
enter-of-mass momentum, Q < 3MeV/c, with a yield of
∼ 10% in this Q interval.



1.6. PIONIUM LIFETIME 251.6 Pionium lifetimeThe breakup probability is a fun
tion of the atom momentum and dependson the dynami
s of the pionium intera
tion with the target atoms and onthe pionium lifetime. For a given target atomi
 number and thi
kness, thetheoreti
al breakup probability for pionium is 
al
ulated [36℄ with a relativeerror of less than 1% [37℄ thanks to the detailed knowledge of the 
ross-se
tions involved in the pro
ess, whi
h is purely ele
tromagneti
, in whi
hBorn and Glauber approximations are used [38℄[39℄[40℄.This breakup probability is uniquely linked to the atom lifetime [33℄. InFig.1.4 the PBr as a fun
tion of the lifetime is displayed for a 98 µm Nitarget, whi
h was the foil thi
kness installed in DIRAC during the 2002 and2003 data taking period.
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tion of pionium lifetime for a 98
µm Ni
kel target.



26 CHAPTER 1. THE DIRAC EXPERIMENTMeasuring PBr thus allows to determine the lifetime of pionium. InDIRAC the breakup probability 
an be measured experimentally as the ratio ofthe dete
ted number of atomi
 pairs (nA) over the total number of produ
edatoms (NA):
PBr =

nA

NA
(1.19)The total number of produ
ed π+π− atoms is related by an exa
t ex-pression to the number of free pion pairs with low relative momenta, so thatthe breakup probability 
an be measured with DIRAC experimental method.1.7 DIRAC spe
trometerIn this se
tion, the general 
hara
teristi
s, design and working performan
esof the apparatus are explained.Pion paris π+π− emerging from break-up of pionium have a low relativemomentum in their 
entre of mass system (Q < 3 MeV/c), very smallopening angle (θ < 3 mrad) and nearly identi
al energies in the laboratoryframe. A high resolution magneti
 spe
trometer is then required [41℄ to splitup the pairs and measure their relative momentum with su�
ient pre
isionto dete
t the pionium signal superimposed on the substantial ba
kground of�free� π+π− pairs produ
ed in in
lusive proton-nu
leus intera
tions.The DIRAC experimental setup, lo
ated at the T8 proton beam line (withenergy of 20 or 24 GeV/c) in the East Hall of the PS a

elerator at CERN,be
ame operational at the end of 1998 and has been 
olle
ting data sin
ethe middle of 1999. A general view of the spe
trometer and a list of thesetup 
omponents ordered along the proton beam dire
tion are shown inFig.1.5, 
onsisting of beam line, target station, se
ondary va
uum 
hannel,spe
trometer dipole magnet and dete
tors pla
ed upstream and downstreamof the magnet.Protons are extra
ted in spills of ∼ 400�500 ms duration from the PSto the T8 beam line using a slow eje
tion mode [42℄ . During data taking,between 1 to 5 
y
les per PS super-
y
le of 14.4 ÷ 19.2 s duration are
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Figure 1.5: Top view representation of the DIRAC setup.delivered to DIRAC. The proton beam intensity was set to ∼ 1011 protonsper spill, depending on the target used.The target station houses a devi
e with 12 holders for the targets. Thedata analyzed in this work was 
olle
ted during 2002 and 2003 data takingusing two a Ni target with 98 µm thi
knesses. The DIRAC experiment issensitive to parti
les outside the beam 
ore (halo), be
ause the target is verythin and the upstream dete
tors are pla
ed very 
lose to the primary protonbeam. Spe
ial opti
s has been designed to de
rease the ba
kground haloto a negligible level. The ratio of dete
tor 
ounting rates with the target inpla
e to those with an empty holder was measured to be ∼25.Free and atomi
 π+π− pairs produ
ed in the target enter a se
ondaryparti
le 
hannel whi
h is tilted upwards by 5.7◦ with respe
t to the protonbeam (as indi
ated in Fig.1.5) to avoid ba
kground in the dete
tors. It
onsists of two va
uum 
ylindri
al volumes, one immediately downstreamthe target station, and a se
ond one lo
ated at ∼3.5 m from the targetbetween the spe
trometer magnet poles. Se
ondary parti
les exit this tubethrough a 200 mm diameter window, made of 250 µm thi
k mylar �lm.The angular aperture of the se
ondary parti
le 
hannel is determined by the
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ollimator resulting in a solid angle a

eptan
e of 1.2 · 10−3 sr.Downstream the target the proton beam travels in a va
uum 
hannelbelow the spe
trometer. Before it is �nally absorbed by a beam dump witha dedi
ated radiation shielding, in order to de
rease the ba
kground gammaand neutron �uxes towards the dete
tors [43℄ . The downstream dete
torsare shielded in addition from ba
kground se
ondary parti
les produ
ed atthe primary proton beam pipe and surrounding elements by a 1 m thi
kiron wall that physi
ally separates the upstream dete
tor region from therest. Collimators are inserted around the primary proton beam pipe andthe se
ondary parti
le 
hannel. A 
on
rete radiation shielding en
loses thewhole DIRAC experimental apparatus to prote
t the surrounding East Hallin respe
t of the CERN safety regulations.The se
ondary parti
le 
hannel is endowed with a real spe
trometer arm.This upstream arm 
onsists of two tra
king devi
es, the mi
rostrip gas 
ham-bers (MSGC/GEM) and the s
intillating �bre dete
tor (SFD). They are usedto improve resolution on the longitudinal and transverse 
omponents of therelative momentum of pion pairs, by unambiguosly measuring the pair open-ing angle. The dete
tion 
apability is in
reased for small angle tra
ks byan Ionisation Hodos
ope (IH) is lo
ated past the SFD following the protonbeam dire
tion. A real pi
ture of the above-mentioned dete
tors, as theyare installed between the �rst va
uum 
hamber and the se
ondary parti
le
hannel, 
an be seen in Fig.1.6.Downstream the spe
trometer magnet the setup splits into two identi
alarms for dete
tion and identi�
ation of positive and negative 
harged par-ti
les. The half opening angle between the two arms is 19◦. Along ea
harm the following dete
tors are lo
ated: drift 
hamber system (DC), verti
alhodos
ope (VH), horizontal hodos
opes (HH), gas 
erenkov 
ounter (CH),preshower dete
tor (PSH) and muon dete
tor (MU).1.7.1 The MSGC/GEM dete
torIt performs parti
le tra
king at a distan
e of 2.4 m from the intera
tionpoint. In order to resolve two-parti
le ambiguities by means of stereo angles,four planes of a proportional gas dete
tor with a single-hit spa
e resolution
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Figure 1.6: Photography of the three dete
tors installed upstream the mag-net, between the �rst va
uum 
hamber (right-hand side) and the se
ondaryparti
le 
hannel. From right to left, the MSGC/GEM, SFD and IH dete
-tors 
an be found. The primary proton beam line 
an be appre
iated at thebottom.of ∼ 50 µm are installed. It a
hieves an experimental double tra
k resolutionbetter than 0.3 mm. , limited by dete
tor pit
h and 
lustering. Be
ause ofits parti
ular importan
e for upstream tra
king, a more 
omplete des
riptionof the MSGC/GEM will be done in the following 
hapters.1.7.2 The S
intillating Fibre Dete
torThe S
intillating Fibre Dete
tor (SFD) is used together with the MSGC/GEMdete
tor, for upstream tra
king, and it provides topologi
al trigger 
apabil-ities [44℄ for reje
tion of pairs with relative distan
e larger than 9 mm. Italso provides time information for upstream tra
king.The SFD 
onsists of two perpendi
ular �bre planes to measure the Xand Y 
oordinates of in
ident parti
les5, as the deposited energy from theparti
les is transformed into light.5A third upgraded SFD-U plane rotated 45◦ relative to X and Y was added for 2002and 2003 periods.



30 CHAPTER 1. THE DIRAC EXPERIMENTThe SFD 
overs a 105x105 mm2 area. Ea
h dete
tor plane is 
omposedof 240 
olumn 
hannels with 440 µm pit
h, ea
h 
onsisting of a sta
k of 5�bres in depth, measuring ea
h one from 70 to 150 mm, as seen in Fig.1.7.Fibres forming one sensitive 
olumn are 
onne
ted via a light guide intoone 
hannel of position-sensitive photomultiplier (PSPM), with a total of 15photomultipliers of 16 
hannels ea
h.

Figure 1.7: The SFD prin
ipal stru
ture. A 16-
hannel fragment is shown.A dedi
ated ele
troni
 
ir
uit Peak Sensing Cir
uit(PSC) has been 
us-tom developed to provide signal dis
rimination with dynami
 reje
tion of
ross-talk in adja
ent 
hannels using the peak-sensing te
hnique [45℄. Dis-
rimination of a 
hannel is given by the 
ondition 2Ai−Ai−1−Ai+1 > Athr,where Ai are 
hannel signal amplitudes and Athr de�nes the threshold value.For time 
orrelated parti
le pairs (up to ∼ 5ns time di�eren
e) withdistan
e more than one �bre pit
h, the PSC algorithm provides e�
ientdete
tion, avoiding 
ross-talk and reje
ting noise. However, when adja
ent�bre 
olumns are 
rossed by two parti
les simultaneously, then the PSCalgorithm leads to a suppression (with 50% probability) of the dete
ted yieldof double tra
k events, and one of the hits is lost. For time di�eren
e greaterthan 5 ns the PSC behaves as an ordinary leading edge dis
riminator.The upstream dete
tors performan
e is 
ompromised by the high parti
le�ux originated by the proximity of the proton beam line and 
ollimators.The level of opti
al 
ross talk among the PSPM 
hannels due to es
ape



1.7. DIRAC SPECTROMETER 31of ultraviolet light from one �bre 
olumn to the adja
ent one, together withnoise was found to be ∼2%. The dete
tion e�
ien
y is high (larger than97% as we shall see) and the average hit multipli
ity is near 5 in the 50 nstime window of TDC. Ea
h dete
tor �bre is equipped with a TDC 
hannelwhi
h provides time tagging essential for upstream tra
king.Readout supplies time information in digital form TDC. The raw timespe
tra, obtained from e+e− and π+π− events, are shown in Fig. 1.8 for twoarbitrary SFD 
hannels. After o�-line de
onvolution of the trigger time jitterthe resolution of the SFD is found to be σ=0.8 ns. Single tra
k resolutionis de�ned by �bre 
olumn pit
h of 440 µm.
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Figure 1.8: SFD raw time spe
tra for e+e− (left) and for π+π− (right) triggerdata. The horizontal s
ale is in TDC 
hannels, the 
hannel width is 0.5 ns.
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opeSin
e 
harged pions originated from pionium breakup 
ross the upstreamdete
tors at rather small relative distan
es, a dedi
ated Ionisation Hodos
ope[46℄ has been built to separate the double ionisation signal produ
ed by 
losepion pairs in
ident on the same s
intillating slab, from single ionisation signalsprodu
ed by one parti
le. In this way, un
ertainties resulting from pairswith relative distan
e less than the double tra
k resolution are signi�
antlyredu
ed. In adittion, the IH takes part of the trigger system of DIRAC.IH dete
tor is a s
intillation hodos
ope 
onsisting of 4 planes of 11 ×
11 
m2 sensitive area (Fig. 1.9) pla
ed 3 m downstream the target. Twoplanes (X-A and X-B) verti
ally oriented, and the other two with horizontalslabs (Y-A and Y-B), being planes with the same slab orientation shifted bya half-slab-width with respe
t to ea
h other. Ea
h plane is assembled from16 plasti
 s
intillating. The slabs are 11 
m long, 7 mm wide and 1 mmthi
k. They are 
onne
ted to the PM photo
athodes via 2 mm thi
k and7 mm wide lu
ite light guides.

Figure 1.9: Design and isomeri
 view of the IH s
intillation plane (1 � s
in-tillators, 2 � light-guides, 3 � photomultipliers).The front and rear surfa
es of a slab are 
overed by a millipore �lm [47℄for e�
ient light 
olle
tion. At the lateral surfa
e of the slab, light is re�e
ted



1.7. DIRAC SPECTROMETER 33by a 30 µm mylar �lm in order to minimise the gaps between adja
ent slabs,whi
h is less than 70 µm wide.S
intillation light is dete
ted by photomultipliers Photo
athodes are inopti
al 
onta
t with the wide side of a light guide instead of the traditionalbutt-end readout, improving the light 
olle
tion e�
ien
y.Signal amplitude and time are digitised by ADC and TDC modules, re-spe
tively. The time resolution of the IH dete
tor is better than 1 ns . Thetypi
al response of one IH 
hannel to 
lose parti
le pairs in
ident on one s
in-tillating slab and to single parti
le is shown in Fig.1.10. If a threshold is setto retain 95% of the double ionisation signal from pairs, the 
ontaminationfrom single parti
le amplitudes is less than 15% (Fig.1.11).
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Figure 1.10: Typi
al ADC spe
tra for single (solid line) and double (dashedline) ionisation loss from parti
les 
rossing one IH s
intillating slab.
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Figure 1.11: Contamination of single ionisation amplitudes as a fun
tion oflosses of double ionisation as obtained from the analysis of the spe
tra ofFig. 1.10.1.7.4 MagnetThe magnet separates positive and negative parti
les 
oming from upstreamarea, being the two downstream arms pla
ed at arms ±19◦ relative to the
entral axis. Magneti
 �eld (B=1.65 T, �eld integral BL = 2.2 T·m) hasbeen parametrized. The dipole magnet has an aperture of 1.55 × 0.50 m2(W × H) and measures 0.5 × 1.5 × 1.1 m. To redu
e the stray �eld, twomagneti
 s
reens are �xed near its entran
e and exit.1.7.5 Drift ChambersThe drift 
hamber system is used to perform parti
le tra
king downstreamthe dipole magnet. These are gas dete
tors with periodi
 
ell stru
ture givingspatial and time (by means of the drift time) information, used in the T4level trigger.A two-arm solution has been 
hosen, ex
ept for the �rst 
hamber whi
his a single large module (DC-1) designed with two separated sensitive areas.This 
hamber provides 6 su

essive measurements of the parti
le traje
toryalong the 
oordinates X, Y, W, X, Y, W, where W is a stereo angle within
lination 11.30 with respe
t to the X-
oordinate. Ea
h of the two arms
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onsists of 3 
hamber modules, of identi
al design, measuring 
oordinatesX,Y (DC-2), X,Y (DC-3) and X, Y, X, Y (DC-4) following the dire
tion of theoutgoing parti
le. The dimensions are 0.8× 0.4 m2 for DC-1 sensitive areas,
0.8× 0.4 m2 for DC-2, 1.12× 0.4 m2 for DC-3, and DC-4 is 1.28× 0.4 m2.DC-1 is instrumented with 800 ele
troni
 
hannels, and both arms together
ontain 1216 ele
troni
 
hannels.

Figure 1.12: S
hemati
 view of the wire 
hamber ele
trodes: AW � anodewires, PW � potential wires, C � 
athode foils. Dimensions are in mm.The distan
e between the 
enter of the �rst half of DC1 and the 
enterof DC4 provides a lever-arm of 1.6 m along the average parti
le path, havinguniform spa
ing of 
hambers DC-2 and DC-3 along this path. Six measure-ment points, together with a su�
iently long lever arm, allows to a

uratelyre
onstru
t the downstream tra
ks.A s
hemati
 drawing of the sensitive element is shown in Fig. 1.12. Asseen in the �gure, a sensitive area, 
orresponding to ea
h anode wire andlimited by the 
athode planes and potential wires, has a square (10×10 mm2)shape. Cathode plane foils provide stable 
hamber operationand, being thin,add only small amount of material along the parti
le path. A rather largediameter of the anode wires has been 
hosen in order to operate the 
hambersat high 
urrent avalan
he ampli�
ation mode.The 
hamber design is shown in Fig. 1.13 for the 
ase of the DC-2module. The module is a sta
k of aluminium and �breglass frames �xed bys
rews with rubber o-rings glued to provide gas tightness. The design ofmodule DC-1 di�ers from this des
ription. The main di�eren
e, illustrated
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onsists in the fa
t that DC-1 
omprises, in a single gas volume,two sets of sensitive planes, pla
ed symmetri
ally to the left and right handside of the spe
trometer axis. The middle zone, strongly irradiated , is madeinsensitive to the parti
le �ux. The limiting edge of the sensitive zones 
anbe varied. This design of the DC-1 module ensures little amount of material,by avoiding frames in the small angle region.The readout ele
troni
s of the drift 
hambers, whi
h is a 
ustom-madesystem [48℄, provides data readout into the data 
olle
tion memories andinput to the trigger pro
essor. The sensitive wire signals are digitised by TDC
ounters, whi
h are plugged in the 
onne
tors mounted onto the 
hamberframes, and are 
onne
ted to the Drift Chamber Pro

essor (DCP) and VMEbu�er memory. This solution results in redu
ed number of ele
troni
 units,small number of 
ables and high noise immunity. The data of an event arestored in lo
al data bu�ers until the higher level trigger de
ision is issued.

Figure 1.13: Design of the DC-2 module. Top: general view. Bottom:stru
ture of the frame sta
k; X � X-plane, Y � Y -plane, C � 
athode foils.
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Figure 1.14: S
hemati
 view of the DC-1 module. Dotted areas show thesensitive regions of the X-, Y - and W -planes. Hat
hed areas mark the zonesof the 
athode strips whi
h allow to 
hange the width of the insensitive areain the 
entral region.

The drift 
hambers operate in a high 
urrent avalan
he mode. The sin-gle hit e�
ien
y is above 96% when the parti
le �ux along the gas mixture(Ar(∼ 50%)+iC4H10(∼ 50%)+H2O(0.5%)) is about 10 kHz/
m2. Tra
k-ing e�
ien
y of the drift 
hamber system as a whole is about 99%, due tothe requested number of hits per re
onstru
ted tra
k is less than the totalnumber of sensitive planes 
rossed by a parti
le. A spa
e-to-time relationshipwas extra
ted from the time spe
trum and its integral distribution shown inFig. 1.15, for a sample of 
lean events with a small amount of ba
kgroundhits. Study of the drift fun
tion parameters for di�erent 
hamber planes atdi�erent beam intensities shows good stability of the above relation.
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Figure 1.15: Distribution of the drift time (left upper) and its integral spe
-trum (lower), horizontal s
ale is in TDC 
hannels, bin width is 0.5 ns. Onthe right-hand side distribution of di�eren
es between the measured andpredi
ted X-
oordinate is displayed. Plots from X4 plane.Coordinate resolution of the DC system is illustrated too in Fig.1.15,where the distribution of di�eren
es between the predi
ted position and mea-sured 
oordinates in one of the planes is shown (X4-plane right arm). Themeasured standard deviation, σ = 100 µm, is de�ned not only by the intrin-si
 
hamber plane resolution, but also by the a

ura
y of the predi
ted tra
k
oordinates. Taking the latter into a

ount the measured intrinsi
 spa
eresolution of one plane is better than 90 µm.1.7.6 Time-of-Flight dete
torA hodos
ope system 
onsisting of verti
al and horizontal s
intillation slabshas been pla
ed downstream the drift 
hambers. It has the overall purpose ofproviding fast 
oin
iden
e signals between both spe
trometer arms, ne
essary



1.7. DIRAC SPECTROMETER 39for the �rst level trigger and for events sele
tion.The verti
al array of s
intillation 
ounters is used, in 
orrelation withother dete
tors, in the de�nition of dedi
ated triggers for 
alibration purposesand of a higher level trigger for the sele
tion of low Q events (see triggerse
tion). A key fun
tion of this dete
tor, whi
h motivated a spe
ial design,is to provide a very a

urate time de�nition of pion pairs originated fromthe same proton intera
tion (prompt pairs), in order to perform a 
leanseparation (in o�-line analysis) with respe
t to pairs in whi
h the pions areprodu
ed at di�erent times (a

idental pairs). Used as a time-of-�ightdete
tor it allows to identify pπ− pairs in prompt events, as they might
onstitute a signi�
ant sour
e of ba
kground to the π+π− signal.The TOF dete
tor (also 
alled VH) 
onsists of two identi
al teles
opesmat
hing the a

eptan
e of the DC system. Ea
h teles
ope 
ontains anarray of 18 verti
al s
intillation 
ounters. The slab dimensions are 40 
mlength, 7 
m width and 2.2 
m thi
kness. S
intillation light is 
olle
ted atboth ends by two 12-dynode Hamamatsu R1828-01 photomultipliers 
oupledto �sh-tail light guides. The front-end ele
troni
s was designed to minimisethe time jitter, providing a position independent time measurement.The VH single-hit dete
tion e�
ien
y is 99.5% for the positive, and98.8% for the negative hodos
ope arms. In Fig.1.16 the distribution of thetime di�eren
e between positive and negative pions in the spe
trometer isshown. The observed ratio between prompt and a

idental pairs in the 2σ
ut region around the peak is about 16. The overall time resolution ofthe system has been measured with e+e− pairs to be 127 ps per 
ounter[49℄, whi
h 
orresponds to 174 ps a

ura
y for the time di�eren
e betweenpositive and negative arms (time-of-�ight resolution). The latter is shown inFig.1.17. The dedi
ated e+e− 
alibration trigger sele
ts e+e− pairs from γ
onversions and Dalitz de
ays of π0 whi
h are almost syn
hronous in time,as the time of �ight of e+e− pairs is momentum independent in the availablesetup range of momenta.
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Figure 1.16: Time di�eren
e between 
harged positive and negative parti
lesobtained from standard hadron trigger data. The 
entral peak has a gaussianwidth of 193 ps, and the shaded area represents a 2σ 
ut used to sele
tprompt ππ events. The �at ba
kground is originated from a

idental pairs,not belonging to the same beam intera
tion. Note the shoulder on the right-hand side of the peak, due to π−p prompt pairs.
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tion. Data 
ome from e+e− triggers.
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Figure 1.18: Correlation between the measured momentum of the positiveparti
le and the VH time di�eren
e between the positive and negative spe
-trometer arm, taking into a

ount the 
orre
tion for the di�eren
e in pathlength. The a

umulation bands 
orrespond to π−π+ (verti
al band) and
π−p (
urved band) pairs.This timing 
apability allows to separate π+π− from π−p pairs in themomentum range from 1 to 5 GeV/c, and from π∓K± pairs in the rangefrom 1 to 2.5 GeV/c, as illustrated in Fig.1.18.1.7.7 The Horizontal Hodos
opesThe horizontal hodos
ope system has a similar design and impli
ation onthe de�nition of the �rst level trigger as VH. Its response is used to applya 
oplanarity 
riterion for triggering pairs hitting both dete
tor arms. Thistrigger requirement sele
ts oppositely 
harged parti
les with relative verti
aldispla
ement, ∆y, less than 7.5 
m. Its response is used to sele
t eventswith small relative angle in the Y dire
tion, and to support the re
onstru
tionwith spatial tra
k information.



42 CHAPTER 1. THE DIRAC EXPERIMENTIt is also separated into two arms, ea
h 
overing an area of 40×130 
m2.Ea
h hodos
ope 
onsists of 16 horizontal extruded s
intillating slabs of di-mensions 130× 2.5 
m2, with a thi
kness of 2.5 
m. Both ends of ea
h slabare 
oupled to spe
ially shaped light-guides.Photomultipliers are equipped with a voltage divider allowing high 
ount-ing rate 
apability. Front-end ele
troni
s system is the same as those for theverti
al hodos
opes. The single hit dete
tion e�
ien
y of HH is greater than96.6 % on both arms, and the time resolution is 320 ps.1.7.8 The Cerenkov CountersIt provides the strong e/π separation 
apability needed by the experiment.This dete
tor is essential for reje
tion of the main ba
kground of ele
tron-positron pairs from photon 
onversion, Dalitz pairs, and to a minor extentfrom resonan
e de
ays. It is used in the �rst level π+π− main trigger, in the
alibration trigger to sele
t e+e− pairs and its signals are available for o�ineanalysis.The 
erenkov radiation o

urs when the velo
ity of 
harged parti
le ex-
eeds the velo
ity of light in a diele
tri
 medium, and it polarizes atomsresulting in emission of 
oherent radiaton. DIRAC's 
erenkov dete
tor isstru
tured in two identi
al threshold 
erenkov 
ounters [50℄, ea
h 
overingone spe
trometer arm ( Fig.1.19). The gas radiator is en
losed in a volumewith dimensions 143 × 56 
m2 and 336 × 96 
m2, respe
tively. The 
ho-sen radiator is N2 at normal temperature and pressure (θc = 1.4◦) and the
ounter length is 285 
m. Ea
h 
ounter is equipped with 20 mirrors and 10photomultipliers on two rows. Cerenkov light re�e
ted by pairs of adja
entmirrors is fo
used onto the same photomultiplier . The analog signals fromPM are fed into two 
ustom-made summing modules, dis
riminated and usedfor trigger purposes.A single photoele
tron peak is 
learly observed in all 
hannels and it isshown in Fig.1.20, where we 
an see the ADC spe
tra from pions(a) andfrom single ele
trons(b). The number of photoele
trons dete
ted by one
ounter arm is shown in Fig.1.21, and from it we infer that both 
ountershave an e�
ien
y greater than 99.8 % when operated at a threshold slightly



1.7. DIRAC SPECTROMETER 43less than 2 photoele
trons. The pion 
ontamination above the dete
tionthreshold is estimated to be less than 1.5 %. Su
h 
ontamination arisesfrom pions with momenta above the 
erenkov threshold and from a

idental
oin
iden
es o

urring within the trigger time-window.

Figure 1.19: The far end part of the DIRAC setup, 
omprising threshold
erenkov 
ounters (Ch), preshower dete
tor (PSh), iron absorber (Fe) andmuon 
ounters (Mu).
1.7.9 The Preshower and Muon Dete
torsThe purpose of the Preshower dete
tor is two-fold: it provides additionalele
tron/pion separation power in the o�-line analysis and it is used in thetrigger generating logi
 as well (T1).The PSH is based on an array of lead 
onverters followed by s
intillationdete
tors [51℄. Ele
trons (positrons) initiate in the 
onverters ele
tromag-neti
 showers whi
h are sampled in the s
intillation 
ounters while pions be-
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Figure 1.20: ADC spe
trum from one 
erenkov photomultiplier: (a) spe
trumfrom pions (pra
ti
ally equal to the ADC pedestal distribution), (b) amplitudesignal from single photoele
tron, (
) spe
trum from ele
trons.

Figure 1.21: Distribution of the number of photoele
trons dete
ted from the(a) positive and (b) negative 
erenkov dete
tor arms.



1.7. DIRAC SPECTROMETER 45have mainly as minimum ionising parti
les. For trigger purposes, the signalhas to be produ
ed whether a pion or an ele
tron 
ross a PSH 
ounter.The PSH 
onsists of 16 dete
tor elements pla
ed symmetri
ally in twoarms, as seen in Fig.1.19. Ea
h element has a Pb 
onverter and a s
intillation
ounter. The 
onverters of the two outermost elements of ea
h arm (lowmomentum region) are 10 mm thi
k, whereas the rest are 25 mm thi
k(around 2 and 5 units of radiation length, respe
tively).The s
intillator slabdimensions are 35 × 75 
m2 and 1 
m thi
kness. The dete
tor signals arelinearly split into two bran
hes, one used for trigger purposes and anotherfor ADC analysis. In the former, a leading edge dis
riminator is used with athreshold 
orresponding to e�
ient dete
tion of minimum ionising parti
les.The single arm dete
tor e�
ien
y is 99.5% for pions.Admixture of de
ay muons in the ππ events 
an be a serious sour
eof ba
kground. For this reason a muon dete
tion system is implementedto provide e�
ient muon tagging in o�-line analysis. Muons 
ome almostentirely from pion de
ays with a small admixture from other de
ays and dire
t
µ+µ− pair produ
tion.The muon dete
tor 
onsists of a double layer stru
ture of s
intillation
ounters (28 
ounters with equal s
intillating slabs of 75×12 
m2 front areaand 0.5 
m thi
kness per arm) pla
ed behind a thi
k(from 60 to 140 
m, seeFig. 1.19) iron absorber whi
h almost entirely absorbs hadrons and relatedhadroni
 showers. The thi
kness is larger in the region 
lose to the spe
trom-eter symmetry axis, in order to 
ompensate for the harder pion momentumspe
trum. This dete
tor is pla
ed at the downstream end of the DIRACapparatus, few meters from the intense primary proton beam dump. As a re-sult, the muon s
intillation 
ounters may undergo a high �ux of ba
kgroundradiation from the beam dump area, whi
h has required a spe
ial design ofthe 
ounter arrays and ele
troni
s.To redu
e this ba
kground, data from muon dete
tor are read out only ifsimultaneous signals from a pair of 
orresponding 
ounters in the two layersare dete
ted.O�-line use of muon 
ounters has been 
hosen to avoid suppression ofuseful pion events on-time with ba
kground signals in this dete
tor. Fromexperimental data we have inferred that the fra
tion of events 
ontaining at
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1.8 Trigger systemThe trigger system was designed to provide a redu
tion of the event rateto a level a

eptable to the data a
quisition system whi
h is around 700events/spill. Pion pairs are produ
ed in the target mainly in a free state witha wide distribution over their relative momentum Q, whereas atomi
 pairsfrom A2π disintegration have very low Q, typi
ally below 3 MeV/c. Theon-line data sele
tion reje
ts events with pion pairs having approximately
QL > 30 MeV/c or QT > 10 MeV/c , keeping at the same time highe�
ien
y for dete
tion of pairs with Q 
omponents below these values.A sophisti
ated multilevel trigger is used in DIRAC [53℄. It 
omprises avery fast �rst level trigger and two higher level trigger pro
essors.Due to the requirements of the data analysis pro
edure, to the on-linesele
tion of time 
orrelated (prompt) pion pairs, is added a large numberof un
orrelated, a

idental, pion pairs. The statisti
al error of the A2π life-time measurement depends on the number of both prompt and a

identaldete
ted pairs so events are 
olle
ted inside a 
oin
iden
e time window (±20 ns) between the times measured in the left (VH1) and right (VH2) verti
alhodos
opes, 
entered around the peak of prompt eventsA blo
k diagram of the trigger ar
hite
ture is presented in Fig.1.22. At�rst, pretrigger T0 starts DNA and the �rst level trigger T1 starts digitisationof the dete
tor signals in the data a
quisition (DAQ) modules (ADC, TDC,et
.). A positive response from T1 starts a powerful drift 
hamber triggerpro
essor T4. At the next level the neural network trigger DNA/RNA reje
tsthe events with high Q values, and a positive de
ision from it in 
oin
iden
ewith positive de
ision of T1 is used again in 
oin
iden
e with T4 de
ision,whi
h imposes additional 
onstraints to the relative momentum and takesthe �nal de
ision to a

ept or to reje
t the event, start the readout of allele
troni
s or 
lear the bu�er.
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Figure 1.22: General blo
k diagram of the DIRAC multilevel trigger.In addition to the main trigger designed to dete
t pioni
 atoms, several
alibration triggers are run in parallel.1.8.1 First level trigger (T1)The �rst level trigger (a detailed des
ription is given in [54℄) ful�ls the fol-lowing tasks:
• Sele
ts events with signals in both dete
tor arms.
• Classi�es the parti
le in ea
h arm as π± or e± depending on the pres-en
e of the 
erenkov 
ounter signal. Protons, kaons and muons areequally in
luded in the �pion� 
lass (the dis
rimination is done o�ine).For the pion signature π+π− signature is needed a 
oin
iden
e of a hitin VH, HH, no signal in Cerenkov 
ounters and a signal 
oming formPSH in arm i:

(V Hi · HHi · Ci · PSHi)Meanwhile for e+e− signal in Cerenkov is required:
(V Hi · HHi · Ci · PSHi)The signal from both arms are 
ombined to produ
e the �nal de
ision
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• Arranges the 
oin
iden
es between the signals dete
ted in the two armswith a ±20ns time window in Verti
al Hodos
opes.
• Applies a 
oplanarity (Copl) 
riterion to parti
le pairs: the di�eren
ebetween the hit slab numbers in the horizontal hodos
opes in the twoarms (HH1 and HH2) should be ≤ 2. This 
riterion for
es a sele
tionon the Qy 
omponent of the relative momentum and provides a rateredu
tion by a fa
tor of 2.
• Sele
ts in parallel events from several physi
s pro
esses needed forthe setup 
alibration with desired rate: e+e− pairs, Λ de
aying intoa proton and a negative pion (see 
hapter 7), K± de
ays to three
harged pions.The ele
troni
s of T1 gives a de
ision within 120ns. For Ni-2001 dataphysi
al pion trigger is set to (T1·π+π−·Copl).1.8.2 Drift 
hamber pro
essor (T4)T4 is the �nal trigger stage and it requires DNA positive as input. T4pro
essor re
onstru
ts straight tra
ks in the X-proje
tion of the drift 
ham-bers whi
h allows to sele
t pairs with low relative momentum (the algorithmis des
ribed in [53℄). The blo
k diagram of the T4 operation is shown inFig. 1.23. The drift 
hamber pro
essor in
ludes two stages: the tra
k �nderand the tra
k analyser.The tra
k �nder the hit wires information from all DC X-planes (drifttime values are not used in the T4 logi
). For ea
h 
ombination of hits intwo edge base planes de�nes hit windows for the intermediate planes andnumber of hits inside it are 
ounted and EXIGED bigger tan 4. An identi
alpro
essor is used for ea
h arm.If tra
ks are found in both arms, the tra
k analyser 
ontinues the eventevaluation. Tra
k 
andidates are 
ompared with a the 
ontents of a look-upmemory table obtained with Monte Carlo methods 
ontaining all possible
ombinations of tra
k identi�ers for pion pairs with QL < 30 MeV/c and

Qx < 3 MeV/c and allows the start of data transfer to VME if a 
oin
iden
eis found.
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ision time depends on the 
omplexity of the event and isaround 3.5 µs on average, being for
ed a positive response if time ex
eedsa limit in order to redu
e dead-time. The reje
tion fa
tor of T4 is around 5with respe
t to the T1 rate and around 2.5 with respe
t to DNA/RNA, ande�
ien
y for Q < 30 MeV/c ex
eeds 99%.The whole trigger system is fully 
omputer 
ontrolled: no hardware in-tervention is needed in order to modify the trigger 
on�guration. With allsele
tion stages enabled the event rate at the typi
al experimental 
ondi-tions is around 700 per spill, that is well below the limits of the DAQ rate
apability, 
alibration triggers being 7%.
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Figure 1.23: T4 operation blo
k diagram. Only the drift 
hamber X-planesinvolved in T4 are shown.



50 CHAPTER 1. THE DIRAC EXPERIMENT1.8.3 Trigger performan
esThe performan
e of the trigger system as a whole in sele
ting low-Q eventsis illustrated in Fig 1.24, where the magnitude of relative momentum of pionpairs Q is shown (in their 
enter-of-mass frame), after DNA/RNA and T4trigger sele
tion (see trigger se
tion). Trigger e�
ien
y as fun
tion of Q is�at in the low-Q region, as illustrated in Fig. 1.24. This is 
onsidered animportant �gure of merit of the spe
trometer, for a pre
ision study of the
π+π− Coulomb intera
tion.Pions from ionisation of pionium entering the apparatus have momentabelow 4 GeV/c. The apparatus momentum a

eptan
e for time-
orrelatedpairs is �at for pions with momenta between 1.6 GeV/c and 3 GeV/c, and itde
reases for higher momenta.For the sake of 
ompleteness we also show the P and PT distributionsfor a single π− in Fig. 1.25, with superimposed a parameterisation of thein
lusive yield based on the analyti
 representation [55℄, adapted to DIRAC
enter-of-mass energy (√s=6.84 GeV) [56℄.
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epted π+π− pairs after the fullDIRAC trigger system, and for minimum bias pairs. Right: trigger a
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e, determined as the ratio between the previous two distributions.
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Figure 1.25: Experimental P and PT distributions of π− 
orre
ted for appa-ratus a

eptan
e (histogram) with superimposed the results of the parame-terisation [55℄[56℄.1.9 Analysis method1.9.1 Data sele
tionThe analysis presented in this thesis has used the standard pre-sele
tion pro-
edure des
ribed in http://dira
.web.
ern.
h/DIRAC/pre-sel.html, for 2002and 2003 Ni target events. The 
uts introdu
ed in this �ltering pro
edure donot produ
e any signi�
ant bias in the shape of two-pion Coulomb intera
-tion spe
trum, further than shrinking the QT distribution to an approximate
ut of QT < 6MeV/c. In parti
ular, they are su�
iently general not tointrodu
e bias in upstream dete
tor multipli
ities.The main use of this pre-sele
tion stems from the strong data redu
tion,whi
h fa
ilitates data pro
essing through multiple iterations. This is of 
ourseat the 
ost of having a slightly redu
ed span in the des
ription of the QTspe
trum of Coulomb intera
tion ba
kground. As we shall see, the QLspe
trum will e�e
tively provide a su�
ient 
onstraint, in a two-dimensional�t.
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onstru
tion methodPions are re
onstru
ted a

ording to the method des
ribed and evaluatedin [6℄[57℄, whi
h is a swit
hable option of the standard ARIANE program. This method has the distin
t feature of having independent tra
king inthe upstream and downstream arms. This be
omes possible when the fullupstream spe
trometer information is used, 
onsisting (in 2002 and 2003)of 11 dete
tor layers of MSGC/GEM (4), S
intillation Fibre Dete
tor (SFD)(3), and Ionisation Hodos
ope (IH) (4)[41℄. In this region stray �elds arenegligible, so straightline �tting allows unambiguous re
onstru
tion of pionpairs pointing to the beam interse
tion with the target. In a high radiationenvironment, this is important. The opening angle is then determined withvery high pre
ision, only limited in pra
ti
e by multiple s
attering insidethe target foil , therefore QT resolution is ex
ellent. Charge 
onfusion isinevitable at very low opening angles (due to limited angle resolution in DCtra
k extrapolation through the dipole magnet), but the sign of QT is notan obje
tive of the experiment, sin
e 
harge-
onjugation symmetry is takenfor granted in pion-pion intera
tion.Upstream tra
ks make use of stereo angles of 4 MSGC/GEM dete
tors,in 
onjuntion with TDC information from extrapolated X or Y SFD hits. Asa 
onsequen
e, they have a well de�ned time tag, whi
h redu
es the noisefrom out-of-time MSGC hits to a small amount.As mentioned, upstream tra
k pairs are mat
hed with DC tra
ks in orderto determine the 
orre
t 
harge assignment. Mat
hing e�
ien
y is uniformover dete
tor a

eptan
e, and it ex
eeds 95% everywhere [6℄ [57℄ [58℄. Timeinformation is used as part of the mat
hing pro
edure. Pulse-hight in IH is
alibrated with single and double upstream tra
ks. Double ionisation signal isrequired in this dete
tor to identify pion pairs, when only a single unresolvedtra
k 
an be mat
hed to DC tra
ks.In order to improve pre
ision and minimize the e�e
t of multiple s
atter-ing in the break-up probability measurement, only the signals from MSGC/GEMdete
tor are used in the �nal tra
k re-�t [58℄.Standard 
uts for muon ba
kground reje
tion using muon 
ounters andpre-shower dete
tor (PSH) are applied, and PSH pulses have been analysed
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ross-
he
k and improve Cherenkov veto e�
ien
y.1.9.3 Monte Carlo simulationIn order to a
hieve the most a

urate extrapolation of Coulomb intera
tiondown to very small values of Q, we have 
hosen Monte Carlo simulation asthe simplest analysis pro
edure. In addition, 50 % of the experiment DAQwas designed to 
olle
t a

idental pairs, whi
h were used in this analysis toperform trigger a

eptan
e 
orre
tions to QL spe
trum.In should be understood that the use of Monte Carlo is entirely re-stri
ted to the des
ription of experimental resolution, and by no means itimplies spe
i�
 model assumptions about proton-nu
leus physi
s. In parti
-ular, Coulomb intera
tion is des
ribed by the Gamow enhan
ement of theirQ-spa
e wavefun
tions. Even with the ex
ellent time-of-�ight resolution ofthe spe
trometer, a non-Coulomb ba
kground remains in prompt-pair eventsele
tion. It 
onsists of a

idental pairs and other long-lifetime de
ays. Bothare des
ribed by Monte Carlo, where pion pairs are simulated isotropi
ally intheir 
enter-of-mass frame, and the Coulomb fa
tor is removed [59℄.The input lab-frame pion momentum spe
trum p is a
tually taken fromreal spe
trometer data. For this purpose, a de-
onvolution of the re
on-stru
ted prompt pair spe
trum E as fun
tion of p and θb (angle with respe
tto the proton beam) is performed, a

ording to the expression:
G1(p, θb) =

E(p, θb)

ǫ(p, θb)

1

AC(Q)where AC(Q) is the Coulomb fa
tor and the a

eptan
e fun
tion ǫ isevaluated by Monte Carlo as follows :
ǫ(p, θb) =

R(p, θb)

G0(p, θb)where R is the Monte Carlo re
onstru
ted output for a given generatorinput G0. The pro
edure was iterated only on
e, and G1 taken as �nalgenerator input. The a

eptan
e fun
tion matrix ǫ(p, θb) does not appearto depend signi�
antly on G0. Two di�erent G1 fun
tions were determined,



54 CHAPTER 1. THE DIRAC EXPERIMENTone for prompt events and another for a

idental pairs. The latter (obtainedwith AC(Q) = 1), is used for simulation of the a

idental pair ba
kground inprompt events. Their 
orresponding spe
tra E(p, θb) do di�er signi�
antly,mainly due to the proton ba
kground whi
h is present in a

idental pairs. Infa
t, this point has been veri�ed following the pro
edure outlined in referen
e[60℄ for 2001 data.GEANT tra
king is performed by the GEANT-DIRAC program [61℄ withstandard geometry and dete
tor �les, but with modi�ed average multiples
attering angle a

ording to the 
hapter 4 in this thesis. GEANT dete
tordigitisations were performed by ARIANE program [62℄. The pro
edure forMSGC 
luster patterning uses real data input to des
ribe 
orrelations between
luster total 
harge, mi
ro-strip multipli
ity and di�erential 
harge. Inputdata were sele
ted to 
orrespond to 2001 runs spe
i�
ally.Simulation of out-of-time noise hits in MSGC dete
tors is done by re-produ
ing the experimentally observed 
hara
teristi
s of this ba
kground,namely:
• existen
e of signi�
ant hit multipli
ity 
orrelations from plane to plane(4 dete
tors), whi
h are en
oded by spe
i�
 arrays determined fromreal data.
• absen
e of spa
e 
orrelations between di�erent planes, on
e the two

π+π− triggering tra
ks are removed, thus indi
ating this ba
kgroundessentially originates from wide angle tra
ks with respe
t to the beamdire
tion.
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lose to any of the drift 
ham-ber tra
ks, in
luding the real signal pairs (dots), 
ompared to Monte Carlosimulation (line). Dete
tor ordering is X/Y (top left/right) and X' / Y'(bottom left/right). All data runs used in lifetime analysis were in
luded.In �gure 1.26 we 
ompare the observed MSGC hit multipli
ity distri-butions for ea
h dete
tor with Monte Carlo simulation. Only hits (real or
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kground) found within a momentum-dependent ±3σ spa
e window froma drift 
hamber tra
k are retained. As it 
an be appre
iated, MSGC ba
k-ground is perfe
tly well des
ribed.A deli
ate 
hallenge to the DIRAC re
onstru
tion pro
edure arises fromthe response of Peak Sensing Cir
uit (PSC) ele
troni
s of the s
intillation�bre dete
tor, when two pulses arrive in stri
t time 
oin
iden
e (promptpairs) and within a given 8-
hannel group. In this 
ase, suppresion of one ofthe pulses o

urs with a signi�
ant probability, at the level of 20-40% [41℄.The distorsion 
aused by this e�e
t in 
lose-pair e�
ien
y at small distan
es(below 3 mm) is largely diminished when the previously des
ribed upstreamtra
king is used, where only one SFD hit (in X or Y proje
tion) is requiredto perform time tagging, the tra
k being a
tually measured by MSGC hitshaving stereo angles.1.9.4 Analysis of Q-spe
trumA two-dimensional analysis of π+π− spe
trum in the 
enter-of-mass framehas been 
arried out, 
hoosing the transverse QT =
√

Q2
X + Q2

Y and longitu-dinal QL = |QZ | 
omponents (with respe
t to the pair dire
tion of �ight Z)as independent variables. This analysis has been done independently at tenindividual 600MeV/c bins of the laboratory-frame momentum p (magnitudeof 3-ve
tor sum of pion momenta p1 and p2) , and also globally in
ludingall values of p in the same �t. The results will be presented in se
tions 6and 7. Irrespe
tive of the parameter variation strategy, or of the momentumde�nition followed in ea
h 
ase, the prompt two-pion spe
trum in (QT , QL)plane has been χ2-analysed by 
omparison with the following input spe
tra:
• Monte Carlo des
ribing the Coulomb �nal-state intera
tion by meansof the Sakharov-Gamow-Sommerfeld fa
tor (labelled CC), using singlepion lab-frame momentum from de-
onvoluted prompt spe
trometerdata.
• Monte Carlo des
ribing a

idental 
oin
iden
es taken by the spe
trom-eter (labelled AC). It represents the un
orrelated non-Coulomb ba
k-ground in prompt events. Its laboratory momentum spe
trum has
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ording to that of true a

idental pairs taken by thespe
trometer, after de-
onvolution of dete
tor a

eptan
e. Its fra
tionhas been determined from the time-of-�ight (TOF) spe
trum in ea
hmomentum bin, and the values obtained are represented in �gure 1.27
• Monte Carlo des
ribing Coulomb non-intera
ting π+π− (labelled NC).It simulates a

idental pairs as well as any additional fra
tion of non-Coulomb events where one of the pions originates from de
ay of long-lifetime resonan
es (up to ns s
ale). Su
h events are still dete
ted astime-
orrelated by the pre
ision 
oin
iden
e of the spe
trometer. Weassume they have a stri
tly isotropi
al distribution in their 
enter-of-mass frame. Their lab-frame momentum spe
trum (entirely de
oupledfrom Q-spa
e) is also taken from spe
trometer data.
• Pionium atom Monte Carlo model [59℄, whi
h is used to 
ross-
he
kand �t the observed deviation with respe
t to the 
ontinuum Coulombba
kground spe
trum 
onstru
ted from the previous input (it is labelledAA)The total number of events used from the above samples are denotedby NCC ,NAC ,NNC and NAA respe
tively, whereas Np represents the totalnumber of prompt events in the analysis, under the referen
e 
uts QT <

5MeV/c and QL < 20MeV/c. Index k runs over all (i, j) bins of the
(QT , QL) histograms, and we denote by Nk

CC the number of Coulomb eventsobserved in ea
h parti
ular bin (i, j). Similarly for the other input spe
tra,namely Nk
AC , Nk

NC and Nk
AA. The χ2 analysis is based upon the expression:

χ2 =
∑

k

(

Nk
p − β(α1[ǫ

Nk

KK

NKK

+ (1 − ǫ)
Nk

CC

NCC

] − α2
Nk

AC

NAC

− α3
Nk

NC

NNC

− γ
Nk

AA

NAA

)
)2

Nk
p + β2(α2

1[(1 − ǫ)2 Nk

CC

N2
CC

+ ǫ2 Nk

KK

N2
KK

] + α2
2

Nk

AC

N2
AC

+ α2
3

Nk

NC

N2
NC

+ γ2 Nk

AA

N2
AA

)(1.20)where αi and γ are the respe
tive Monte Carlo type fra
tions (a

ordingto α1+α2+α3+γ = 1), and epsilon is the fra
tion of K+K− 
ontamination.We 
all QL < 2MeV/c the extrapolation region. A 
ontrol region is de�nedby the domain under the 
ut QL > 2MeV/c, where we do not expe
t
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t to the 
ontinuum Coulomb intera
tion ba
kground.We 
all QL < 2MeV/c the extrapolation region.Subtra
tion of a

idental pairs is performed by blo
king the α2 parameterto the experimentally observed values. Minimisation of the above χ2 overthe entire (QT , QL) plane determines the non-Coulomb fra
tion α3, and theatom fra
tion γ as free parameters. The β parameter, whi
h represents theoverall Monte Carlo normalisation, is a
tually determined by the number ofprompt events in the domain under �t, and it does not need to be varied.On
e the previous �t has 
onverged, we de�ne the atom signal in ea
h
(i, j) bin as the di�eren
e between the prompt spe
trum (after subtra
tionof a

identals) and the Monte Carlo with the pionium 
omponent (AA)removed. This 2D signal, whi
h reveals the ex
ess with respe
t to the 
al-
ulated Coulomb intera
tion enhan
ement, is analysed in detail in se
tions6 and 7, where it is 
ompared with the Monte Carlo predi
tion for atomprodu
tion. Further χ2 tests are performed both in the QL > 2MeV/c(
ontrol region, where pionium Monte Carlo does not 
ontribute) and in the
QL < 2MeV/c (extrapolation region) separately.1.9.5 A

idental pairsThe fra
tion of a

idental pairs (α2 in the �t) inside the prompt 
oin
i-den
e has been experimentally determined, from analysis of the pre
isionTOF spe
trum. It was determined as fun
tion of the pair momentum, andseparately for 2002 and 2003 data, and the results are given in table also the2001 data are given.Nevertheless, it should be noted that the sum α1 + α2(non-Coulomb fra
tion) is left as a free parameter in the �t (table 1.2). Forthe sake of referen
e, also the 2001 data are given.The Verti
al Hodos
ope resolution remained approximately 
onstant forthe experiment's lifetime, however amount of ba
kground in
reased in 2002and 2003, probably due to the e�e
t of in
reased average beam intensity.
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Table 1.1: Numeri
al values of Kth as de�ned in the text. Ea
h raw 
orre-sponds to a given re
tangular 
ut in (QT , QL) plane , with Qc

T = 5MeV/cand Qc
L = 20MeV/c being the referen
e 
ut values. Kth values are obtainedby integration of (1.21) in 
ylindri
al 
oordinates.

Qcut
L (MeV/c) Ktheo0.5 0.43721.0 0.23891.5 0.16692.0 0.1300

Qcut
T (MeV/c) Ktheo0.5 3.24571.0 1.23821.5 0.69952.0 0.46742.5 0.34263.0 0.26603.5 0.21474.0 0.17814.5 0.15095.0 0.1300



60 CHAPTER 1. THE DIRAC EXPERIMENT

0.05

0.1

0.15

0.2

3 4 5 6 7 8
p1 + p2  (GeV/c)

α 2

Figure 1.27: A

idental pair fra
tions in table 1.2 as fun
tion of pair mo-mentum.
Table 1.2: A

idental pair 
ontamination inside the prompt 
oin
iden
e , asdetermined from analysis of the TOF spe
trum. Data are given for ea
hdatataking year.p (GeV/c) % 2001 % 2002 % 2003

p1 2.6 - 3.2 0.0783±0.0007 0.1225±0.0006 0.1169±0.0011
p2 3.2 - 3.8 0.0886±0.0007 0.1289±0.0007 0.1228±0.0013
p3 3.8 - 4.4 0.1051±0.0007 0.1343±0.0006 0.1276±0.0010
p4 4.4 - 5.0 0.1152±0.0008 0.1397±0.0006 0.1332±0.0012
p5 5.0 - 5.6 0.1216±0.0009 0.1451±0.0008 0.1391±0.0015
p6 5.6 - 6.2 0.1281±0.0010 0.1513±0.0009 0.1460±0.0018
p7 6.2 - 6.8 0.1362±0.0014 0.1609±0.0013 0.1565±0.0024
p8 6.8 - 7.4 0.1462±0.0019 0.1720±0.0018 0.1738±0.0036
p9 7.4 - 8.0 0.15525±0.0027 0.1826±0.0026 0.1940±0.0057
p10 8.0 - 8.6 0.1625±0.0041 0.1909±0.0042 0.2030±0.0093



1.9. ANALYSIS METHOD 611.9.6 K-fa
tors and break-up probabilityThe 
onversion from integrated atom produ
tion signal to break-up prob-ability is done by means of the so-
alled K-fa
tors, whi
h are de�ned asfollows.Let us 
all SB(Ω) the measured ratio between the number of atoms NAand the number of Coulomb pairs NC , both observed in the same kinemati
alregion Ω of the (QT , QL) plane. This quantity 
an be 
onverted into ameasurement of the atom break-up probability PBr, be
ause the numberof atoms nA produ
ed in a given phase-spa
e volume 
an be 
al
ulatedanalyti
ally in quantum me
hani
s [63℄ a

ording to :
Kth =

nA

NC
= 8π2Q2

0

∑∞
1

1
n3

∫

AC(Q)d3Q
(1.21)where the integral in the denominator extends over the desired Q-spa
evolume. Q0 = αMπ is two times the atom Bohr momentum pB, and n itsprin
ipal quantum number. For the sphere of radius Q < Qc the followingexpression is obtained:

Kth(Qc) =
nA

NC
=

∑∞
1

1
n3

∫Qc/2pB

0
kdk

1−exp(−2π/k)For a re
tangular domain Ω in the (QT , QL) plane, integration of (1.21)in 
ylindri
al 
oordinates provides the values given in table 1.1.However, the a
tual K-fa
tor whi
h must be taken into a

ount in themeasurement (Kexp) di�ers from Kth due to experimental resolution [64℄[65℄ , whi
h is a fun
tion of the domain Ω. The break-up probability is thendetermined as:
PBr =

SB(Ω)

Kexp(Ω)with the experimental K-fa
tor de�ned in the following way:
Kexp(Ω) = Kth(Ω)

ǫA(Ω)

ǫC(Ω)where:
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ǫA(Ω) =

nrec
A (Ω)

ngen
A (Ω)

and ǫC(Ω) =
nrec

C (Ω)

ngen
C (Ω)de�ne the a

eptan
e of the experimental apparatus as a whole for atomsand Coulomb pairs, respe
tively, in a given kinemati
al region Ω. The fa
tors

ǫA and ǫC are determined with high pre
ision using separate Monte Carloinputs, after pro
essing the full simulation/digitisation/re
onstru
tion 
hain.They are ratios between re
onstru
ted output and generated input.For a given momentum interval, the measured values of PBr should notdepend on the a
tual domain Ω whi
h is 
hosen to perform the measurement,and this parti
ular point will be studied in the following se
tions.The K-fa
tor values do however exhibit a momentum dependen
e, whi
hwe have analysed in detail, and it is indi
ated in table 1.3. These valueshave been taken into a

ount in the determination of break-up probability in
hapters 6 and 7.Table 1.3: K-fa
tors determined in 10 intervals of laboratory-frame momen-tum.
p interval (GeV/c) K − factor2.6-3.2 0.1140 ± 0.00053.2-3.8 0.1196 ± 0.00043.8-4.4 0.1267 ± 0.00054.4-5. 0.1316 ± 0.00055.-5.6 0.1368 ± 0.00075.6-6.2 0.1407 ± 0.00086.2-6.8 0.1431 ± 0.00116.8-7.4 0.1474 ± 0.00157.4-8. 0.1451 ± 0.00218.-8.6 0.1490 ± 0.0043



1.9. ANALYSIS METHOD 631.9.7 K+K− ba
kgroundSin
e the publi
ation of our measurement of pionium lifetime [66℄, we haveinvestigated experimentally the possible presen
e of missidenti�ed K+K−pairs in the π+π− sample. Although the level of su
h 
ontamination wasexpe
ted to be very small [1℄, its importan
e stems from the fa
t thatthe Coulomb intera
tion is mu
h stronger for K+K− than it is for π+π−,at the same value of Q. This is a 
onsequen
e of the di�erent Bohrradius in the Sommerfeld wave fun
tion (fa
tor AC(Q)). Our investiga-tion pro
eeded in two steps. First, we determined the 
ontamination fra
-tion rK = K+K−/π+π− at low pair momentum (p = 2.8 GeV/c) to be
rK = (2.38 ± 0.35) × 10−3, by means of the TDC information of upstreamdete
tors [67℄, using standard physi
s triggers. Se
ondly, we performed anew measurement at higher momentum using Λ triggers and high pre
isiontime-of-�ight measurements from the Verti
al Hodos
opes [68℄, whi
h al-lowed us to determine the momentum derivative of rK . In order to rea
ha better understanding of the momentum dependen
e of the K+K− signal,we examined in detail both the produ
tion of K±π∓ and the semi-in
lusive
K+K− [68℄, whi
h we 
ompared with a spe
i�
 Monte Carlo model, theUrQMD [69℄. Very good agreement was found between our DIRAC dataand UrQMD, parti
ularly 
on
erning the momentum dependen
e, as a resultof our study. Certainly the result is mu
h more 
onstraining in the former
ase (K±π∓), where we have very high statisti
s. It seems that the predi
-tion of the momentum derivative is an easier task for Monte Carlo modelsthan it is the strangeness (s,s̄) yield itself. Therefore the extrapolation from
p = 2.9 GeV/c to p = 6.0 GeV/c seems to be pre
ise and reliable, whenUrQMD Monte Carlo is used. In addition, of 
ourse, we have our experimen-tal measurement at p = 4.8 GeV/c whi
h 
omes to 
on�rm that predi
tion.Our basi
 approa
h has been to fully simulate the K+K− ba
kgroundas fun
tion of pair momentum, and in
lude the simulated (QT , QL) spe
-trum in our standard χ2-analysis, as a modi�
ation of the Coulomb π+π−spe
trum. The term α1nCC in expression (1) of referen
e [66℄ is repla
edby the term α1(ǫnKK + (1− ǫ)nCC) where nKK are the normalized spe
trafor K+K−. The fra
tions ǫ(p) are determined from our experimental mea-
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h follow the parametrization indi
ated in Fig. 1.28, whi
h istaken from referen
e [68℄.
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Figure 1.28: Experimental measurements by DIRAC of the K+K−/π+π−ratio rKK at two di�erent values of the average pair momentum, namely
2.9 GeV/c and 4.8 GeV/c. The UrQMD Monte Carlo predi
tion is shownas the dotted line, multiplied by a fa
tor 0.37.Generation of K+K− pairs is a
hieved, in the 
enter-of-mass frame, bymeans of the standard DIRAC atom pair generador [59℄ [70℄ after modi�
a-tion of the Bohr radius in the Coulomb fa
tor. Pairs are then boosted intothe DIRAC laboratory frame.It should be noted that the experimental values of Q determined by thespe
trometer (from the ARIANE program) are of 
ourse 
al
ulated under the
π+π− hypothesis, and are subje
t to the standard kinemati
al 
uts impliedby the trigger system. As a 
onsequen
e, the Q range for the 
enter-of-mass generator must a
tually be enlarged by nearly a fa
tor 4, with respe
t



1.9. ANALYSIS METHOD 65to the standard trigger 
uts, in order to 
over 
ompletely the spe
trometera

eptan
e. This relativisti
 
onsideration enhan
es, in pra
ti
al terms, thelevel of the 
ontamination by nearly that fa
tor.As we will see in se
tion 3 and 4, the χ2-analysis shows a signi�
antimprovement after the K+K− 
orre
tion.

1.9.8 QL a

eptan
e 
orre
tion
A

idental pairs have been used to 
alibrate the spe
trometer a

eptan
e asfun
tion of QL, due to non-uniform trigger e�
ien
y. The ratio R betweenMonte Carlo simulated non-Coulomb QL spe
trum and that obtained froma

idental pairs has been observed to be slightly non uniform. Sin
e a

iden-tal triggers have undergone the same ele
troni
s readout 
hain as the promptdata, this ratio has been used as a 
orre
tion fa
tor to the Monte Carlo, inthe analysis of QL spe
trum. As it will be seen below, this is supportedby the fa
t that the 
orre
ted results are in very good agreement with theanalyti
al predi
tion based on the Sakharov fa
tor for Coulomb pairs. Thisratio R has been determined not only globally but also in ea
h individualmomentum interval. The 
orre
tion has been smoothed by making linearor polynomial �ts in the region |QL| > 10MeV/c, with results indi
ated in�gure 1.29.
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Figure 1.29: Ratio between non-Coulomb Monte Carlo and observed a

i-dental QL spe
trum in 10 di�erent intervals of lab-frame momentum p1.9.9 Target impurity 
orre
tionWe analysed the existing data from the 
ollaboration 
on
erning measure-ments, as well as 
al
ulations, of the e�e
t on the breakup probability of the



1.9. ANALYSIS METHOD 67small impurity of the Ni target foil, from elements of lower Z values [71℄.This work was used as the basis to perform a small (positive) 
orre
tion tothe lifetime, whi
h had not been done before in our analysis.For the sake of easy 
omparison, we present our 
orre
tion by quotingthe breakup probabilities (PBr) that would have been obtained in a pure Nitarget. An identi
al result for the pionium lifetime would be obtained, of
ourse, if we retained our unambiguous measurement of PBr and used thepionium propagation 
ode in a 
ontaminated target.In order to 
he
k a possible dependen
e of the PBr 
orre
tion on the pairmomentum p, a simulation was done using the propagation 
ode [59℄ having
Al as target foil material. The ratio between the two was plotted as fun
tionof p, and the observed slope was 0.05/GeV . Given su
h small value, we 
on-sider a su�
iently good approximation to apply the same 
orre
tion fa
tor(1.014) in all momentum bins. When the experimental fun
tion PBr(p) isre-�tted to the Monte Carlo predi
tion, a lifetime in
rease ∆τ = +0.10 fsis generi
ally observed, very weakly dependent on the status of other 
orre
-tions.
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Chapter 2Upstream Dete
torsAlignmentThe method used in DIRAC to get the |a0 − a2| measurement requires higha

ura
y in the relative pion momentum 
omponents in the 
enter of masssystem, and this only 
an be a
hieved after upstream dete
tors (MSGC andSFD) alignment is done.The DIRAC re
onstru
tion 
ode, 
alled ARIANE [62℄, was used to readthe DIRAC �les 
olle
ted during 2002 and 2003 years. Two tra
ks per event,aso
iated to the two pions, are re
onstru
ted and some requirements to thesetra
ks need to be done to improve the alignment:
• Prompt events (events in time 
oin
iden
e in the Verti
al Hodos
opes).
• Tra
ks with hits in all MSGC layers and also in SFD-X and SFD-Y.The alignment method used is an iterative method where ea
h layer ismoved independently to 
enter the residual (de�ned below) distributions.The following parameters have been determined as output of the 
alibra-tion pro
edure:
• 7 Euler rotations of ea
h plane about the Z-axis (pre
ise tunning ofthe θi angles). 69
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• 7 o�sets of individual dete
tor planes in the dire
tion perpendi
ular tothe 
orresponding strips or �bres (position of the �rst strip).
• mean position in X and Y of the beam 
enter.In order to evaluate the upstream dete
tors parameters (o�sets and Eu-ler angles) we base on the non-
orrelated residuals of ea
h MSGC and SFDplane. Residuals are 
al
ulated as the di�eren
e between tra
k extrapolationto the desired plane and the 
oordinate of 
losest registered hit. Althoughtin data sele
tion and tra
k re
ognition all available information is used, anon-
orrelated residual distribution is determined by dropping individual de-te
tor hits from the tra
k �tting, avoiding biases from the studied dete
torinformation. The SFD-U hit also is dropped in the �t.2.1 Angle alignment.The width and shape of the residuals depends on the spatial orientation ofthe dete
tor. In the �gure 2.1 we show the dependen
e of the width ofresidual with the variation of the angle in 3 mrad steps for the MSGC-X. A
lear minimun is observed and this is sele
ted to be the 
orre
t orientationof the layer. In the �gure 2.2 the residual distributions for the nine anglevariation of the �gure 2.1 are shown. It 
an be observed like the width andalso the shape 
hange for diferent orientations of the layer.
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2.2. POSITION ALIGNMENT 732.2 Position alignmentResiduals distributions 
al
ulated with the des
ribed method for MSGC andSFD are �tted with a gaussian distribution, and mean value is used as es-timator of the o�set position for the dete
tor with respe
t to the upstreamblo
k.After alignment jobs, typi
all residual distributions are displayed in Fig.2.4,meanwhile o�sets are plotted in Fig.2.3 again for 
omparison purpose.
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Figure 2.4: Residuals (in µm) for the seven upstream planes. MSGC (SFD)dete
tors are displayed at left (right) side.2.3 Beam positionCoordinates of proton beam interse
tion with the target plane, plays an im-portant role in the hit identi�
ation for tra
ks during the pattern re
ognitionpro
edure and to get a good des
ription of lab-frame momenta of parti
les.The beam spot 
oordinates are obtained for ea
h run by making a gaus-sian �t to the un
onstrained interse
tion of �tted tra
ks with the targetplane.In �gure 2.5 the X and Y 
oordinates of this insterse
tion are displayed.They are showed in fun
tion of the run number. For 
omparison also is shownthe beam position stimated used only the information of the Drift Chambers
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Chapter 3SFD E�
ien
y UsingMSGC-GEM for 2001 DataThe DIRAC upstream arm 
onsists of three dete
tors, using totally di�erentte
hnologies, namely the Mi
rostrip Gas Chambers and GEM (MSGC), theS
intillation Fibre (SFD), and the Ionisation Hodos
ope (IH). The �rst two(MSGC+SFD) provide a tra
ker to measure a

urately the pion pair separa-tion, whereas the IH s
intillator measures the double pulse-height expe
tedwhen the 
lose-angle pair 
annot be resolved by the tra
ker.The amount of ba
kground noise in all three dete
tors is very high, aswe shall see, and this is posing a serious problem for the determination oftransverse momentum of the pairs, as well as for the re
ognition of the trueparti
les 
oming from the target foil. Of 
ourse, this problem translates itselfinto un
ertainty in the determination of pionium lifetime.The ultimate origin of this strong ba
kground is surely the high intensityof the proton beam. However the readout systems of these three dete
-tors have a totally di�erent response in ea
h 
ase [41℄. For SFD and IH,the inevitable use of photomultipliers and light-guides so 
lose to the beamaggravates the noise 
onditions, despite the e�e
tive use of TDC's. Dis-
rimination of SFD signals is a
hieved by Peak Sensing Cir
uit (PSC). Adrawba
k of this (otherwise very e�e
tive) devi
e is that when two pulsesarise from adja
ent �bre 
olumns, one of them is suppressed with probabilityin the range 30-40% [41℄, thus degrading the double-tra
k resolution of SFD.77



78CHAPTER 3. SFD EFFICIENCY USING MSGC-GEM FOR 2001 DATAIn the 
ase of MSGC, the limited bandwidth in the pipelined readout (builtin 1997) originates an a�e
tive time gate of approximately 250 ns, whi
hin
reases signi�
antly the hit multipli
ity. The latter agrees perfe
tly wellwith the expe
ted performan
e of this dete
tor when it was designed [72℄,[73℄.It is therefore 
lear that a pre
ise tra
king in the DIRAC experiment
annot be a
hieved without fully exploiting the redundan
y of the upstreamdete
tors in a systemati
 way. Cross-
he
king between these dete
tors isessential, and every atempt to by-pass a real tra
king pro
edure risks leadingto doubtful, or even erroneous, results. In any 
ase, both the statisti
al andsystemati
 errors in the lifetime measurement will 
learly re�e
t the tra
kingpro
edure used.What I present in this 
hapter is how the MSGC dete
tors 
an be used toperform an unbiased assesment of SFD dete
tor response, in terms of two-parti
le and single-parti
le e�
ien
y, as well as 
ross-talk. A 
on
eptuallysimilar study to the one we present here was done by V. Yazkov [74℄ usingdata runs from 2002 on, making use of the U-plane at 45o of SFD. Howeversu
h study 
ould never be made with the 2001 data, due to the fa
t that U-plane was not installed in DIRAC at that time. The results here 
an 
ertainlybe 
ompared with those of referen
e [75℄, obtained by means of IH dete
torand drift 
hambers only. The agreement is reasonable, despite the intrinsi
di�
ulty of the latter analysis.3.1 Tra
king pro
edure and resultsIn order to evaluate the SFD-X dete
tor all of its dete
tor hits were removedfrom the 2001 data sample, and the measurement of X-
oordinate was doneusing only MSGC dete
tors, together with the Y-
oordinate provided bySFD-Y. An identi
al pro
edure 
an of 
ourse be applied for SFD-Y (X),re
ipro
ally.5-hit tra
ks are sele
ted by requiring signal in MSGC X,Y,X',Y' plus SFD-Y, and extrapolate them to the SFD-X plane. The full upstream tra
kingpro
edure is used, taking into a

ount multiple s
attering dete
tor 
orrela-
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-0.3 -0.2 -0.1 0 0.1 0.2 0.3Figure 3.1: Distribution of SFD-X residuals(bottom) and residuals dividedby error(top), obtained from extrapolation of 5-hit tra
ks, �tted with vertex
onstraint.tions and vertex 
onstraint [57℄. Tra
k pairs are mat
hed with downstreamspe
trometer tra
ks, using the standard pro
edure for full-tra
king (F) inARIANE. Tra
k pairs are furthermore required to be prompt (stri
t time 
o-in
iden
e with verti
al hodos
ope), to have momentum p > 2 GeV/
 andprobability larger than 2%. The distribution of the residuals of the 
losestSFD-X hit found, is given in �gure 3.1. Tra
k pairs then are divided intothree 
ategories, namely:a) those for whi
h both the positive and the negative tra
ks 
ontain aSFD-X hit within ±3σ of tra
k extrapolation. It may be the same hit,when the pion pair is not resolved by SFD-X dete
tor.b) those for whi
h one of the two tra
ks 
ontains a hit within ±3σ windowand the other does not.
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) those for whi
h none of the two tra
ks 
ontains a hit within ±3σwindow.In �gure 3.2 the ratio between the number of events in ea
h 
ategorydivided by the total is shown, as fun
tion of the distan
e between the twohits measured by the MSGC's. I 
all them probability densities P(2), P(1)and P(0), respe
tively.The interpretation of P(2) and P(1) is that they map the double-tra
ke�
ien
y and single-tra
k ine�
ien
y of SFD-X, respe
tively. This is sobe
ause of the mismat
h between the spa
e resolution of MSGC and SFD(200µm pit
h improved by 
enter-of-gravity determination for the �rst, dig-ital readout and 430µm pit
h for the latter), together with the fa
t that thestereo angles of X' and Y' (±5o) enable smooth zero-
rossing in X, due totra
k opening in verti
al plane.In order to derive quantitative results about SFD performan
e, the exper-imental data in �gure 3.2 
an be 
omparated with a Monte Carlo simulationin whi
h the SFD is made 100% e�
ient, and the PSC malfun
tion sup-pressed. This predi
tion is also shown in �gure 3.2 as a dotted line. Theenhan
ement of P(1) around zero distan
e indi
ates the ideal double-tra
kresolution of SFD, essentially determined by �bre pit
h, whereas the di�er-en
e between real data and ideal SFD Monte Carlo in the plateau regions(left and right) shows 
onstant SFD single-hit ine�
ieny . I de�ne this dif-feren
e to be 2(1 − ǫ), where ǫ is SFD e�
ien
y (likewise, the di�eren
e inP(2) is 2ǫ). The non-zero values of P(1) in the plateau region for the idealSFD Monte Carlo are determined by ba
kground noise in MSGC dete
torand to a lesser extent by far-away hits in SFD that s
ape the 3σ 
ut due totails of multiple s
attering. The result for a Monte Carlo with null MSGCba
kground and ideal SFD is also shown in �gure 3.2. Details about thisba
kground simulation are given in the next se
tion.
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le ratios P(2) (top), P(1) (
entral) ,and P(0) (bottom), a

ording to the de�nition given in the text, for SFD-Xdete
tor. Prompt data from 2001 are shown by bla
k 
rosses. Blue dottedline is Monte Carlo with ideal SFD and red dashed line is Monte Carlo withfull simulation and optimised PSC threshold. Green dotted line (lowest inP(1)) shows Monte Carlo predi
tion with null MSGC ba
kground and idealSFD.
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(cm)Figure 3.3: Distribution of two-parti
le ratio P(1) a

ording to the de�ni-tion provided in the text. The bla
k 
rosses 
orresponds to 2001 real data,the �lled grey line to ideal SFD Monte Carlo, and the red and blue lines
orrespond to ±5% variation of MSGC ba
kground.A

ording to the de�nition, we determine ǫ = 97.4 ± 0.2% to be theaverage e�
ien
y of SFD-X. All 2001 Ni 24 GeV/
 data runs were used forthis analysis. Similarly we determine ǫ = 97.5 ± 0.2% for SFD-Y. The main
ontribution to the error is believed to be systemati
, and it is attributedto the pre
ision in the des
ription of MSGC ba
kground noise. A 
onserva-tive ±5% variation of average hit multipli
ity has been 
onsidered for thispurpose, and further enlarged by a fa
tor 2. The 
orresponding variation ofP(1) is illustrated in �gure 3.3.Now the PSC threshold parameter has been 
hanged in SFD simulation



3.2. MONTE CARLO SIMULATION OF MSGC BACKGROUND NOISE83(see FFREAD data
ards in ARIANE 304-36) in order to a
hieve best agree-ment between Monte Carlo and real data. In fa
t, the results of �gure 3.2show that good agreement 
an be found (with parameter value 1.5) for P(2)and P(1). Variations in the level and shape of SFD 
ross-talk do not make avisible 
hange in previous �gures, neither moderate variations in SFD ba
k-ground noise, although P(0) is more sensitive to the latter. Note that the
entral enhan
ement observed in P(0) distribution with real data appearsto be des
ribed by Monte Carlo. In this respe
t our results seem to di�erslightly from those of referen
e [74℄. Figure 3.4 shows the 
orrespondingresult for SFD-Y.3.2 Monte Carlo simulation of MSGC ba
k-ground noiseAs we have seen MSGC ba
kground is, for this parti
ular study, quantita-tively at the same level as SFD ine�
ien
y. Therefore, like in the pioniumlifetime measurement, it is important to have 
ontrol on the a

ura
y of thesimulation pro
edure, whi
h we des
ribe next.The sour
e of MSGC ba
kground is real parti
les that 
ross the dete
toroutside the trigger gating time. Pipeline delay was adjusted at installationtime so that maximum pulse-hight is obtained within the experiment triggergate, and it de
reases by approximately a fa
tor two at the borders of the250ns time a

eptan
e.Clusters (or hits) are de�ned as a 
ontinuous set of strips above threshold.Monte Carlo simulation takes into a

ount the following aspe
ts:1) 
luster strip-multipli
ity and pulse-height pattern within a 
luster2) 
lusterisation 
ode3) dete
tor-
orrelated hit multipli
ity4) spa
e 
orrelations within the same dete
tor (pair produ
tion, showers)



84CHAPTER 3. SFD EFFICIENCY USING MSGC-GEM FOR 2001 DATA5) absen
e of spa
e 
orrelations between di�erent dete
tors (when triggerparti
les are removed)In all 
ases mentioned, an average of all Ni data spe
trometer runs from2001 has been used as input for the simulation 
ode. For the �rst item,all information is en
oded from real data under the form of dedi
ated inputhistograms initialised by ARIANE. For the se
ond, the same 
lusterisationroutine is used as in ARIANE re
onstru
tion. Con
erning the third item, hitmultipli
ities are also input from experimental data, but under the form of4-fold 
orrelation matri
es, so that 4 multipli
ities for X,Y,X',Y' dete
torsare generated jointly.As far as item 4 is 
on
erned, it is observed that a fra
tion of 
lose-hitpairs are produ
ed near the dete
tor frames, outside the a

eptan
e of thedrift 
hambers. Therefore we fo
us our simulation for those MSGC hits thata
tually lie on the path of the extrapolated drift 
hamber tra
ks. So wede�ne a hit multipli
ity Nh as the sum of all hits found within a 3σ 
utaround the extrapolated 
oordinates of positive and negative tra
ks to allMSGC dete
tors. The same momentum-dependent σ is used here as for themat
hing pro
edure in ARIANE re
onstru
tion [57℄.The observation mentioned in item 5 was demonstrated by showing thatevents with one-sided a
tivity in X-
oordinate did not have 
orrespondinga
tivity in X' (likewise for Y and Y'), when hits from real trigger tra
kswere removed. Therefore simulation of spa
e 
orrelations appeared to beunne
essary.We should mention that, be
ause of the non-linear response of the 
lus-terisation routine, whi
h 
ombines near-by parti
les together at large parti
ledensities, the simulation pro
edure generally requires several iterations to
onverge. The �nal results for simulated MSGC hit multipli
ities are illus-trated in �gure 3.5.3.3 Con
lusionsWe have determined the single-hit average e�
ien
y of SFD-X and SFD-Ydete
tors for Ni 2001 data runs, and also evaluated the double-tra
k reso-



3.3. CONCLUSIONS 85lution of these dete
tors, using MSGC planes X,Y,X', and Y'. The resultsobtained demonstrate that, despite the strong noise 
onditions in DIRACupstream arm (IH, SFD and MSGC), pion pairs 
an be unambiguously mea-sured provided full tra
king information is used.The following points have been demonstrated:
• DIRAC spe
trometer double-tra
k resolution is basi
ally determined byMSGC dete
tor
• PSC malfun
tion is totally 
ir
umvented by the use of MSGC's
• ARIANE F-tra
king performs well both at long and short distan
es
• GEANT-DIRAC Monte Carlo simulation performs rather a

urately forall 
riti
al fun
tions, su
h as MSGC ba
kground, PSC simulation, aswell as SFD and MSGC digitisationsIt is shown in parti
ular that the problem originated by SFD single-hitine�
en
y at large angles (fake 
lose pairs) 
an be e�e
tively redu
ed byuse of MSGC's. Overall tra
king resolution for 
riti
al kinemati
 variablesfor lifetime measurement will be reviewed elsewhere.
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ates full Monte Carlo simulation, as in �gure 3.2.
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Figure 3.5: Continuous lines represent observed hit multipli
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tors for 2001 data runs, as des
ribed inthe text. Coloured 
rosses are the Monte Carlo simulations des
ribed in thetext, for ea
h dete
tor.
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Chapter 4Multiple S
attering inUpstream Dete
tors
Knowledge of multiple s
attering in DIRAC experiment is important be
auseit determines Q resolution when Monte Carlo is used to extra
t the narrowsignal from atom pairs. The upstream radiation length fra
tion is spe
ially
riti
al for QT resolution.Chemi
al spe
i�
ations, pre
ise thi
knesses and di�
ulty of very detailedgeometry of 
omponents of SFD and MSGC dete
tors do not allow an "a pri-ori" knowledge of the material 
ontribution better that roughly 10%. There-fore measurements must be made with real data, in order to attain theper
ent a

ura
y level.The four MSGC high resolution dete
tors pla
ed at 2.5 m from the targetfoil, together with the GEANT [76℄ tra
king 
apability using Molière theory,provide a 
lean determination of multiple s
attering �u
tuations to this a
-
ura
y. Using tra
king dete
tors to evaluate their own multiple s
atteringis the natural and standard way to do this job. The tra
king tools wereimplemented in referen
e [57℄.The obvious idea is to exploit the fa
t that real π+π− prompt intera
tions
ome from a single mathemati
al spa
e point (of nu
lear size dimensions),and to use beam un
onstrained tra
k �tting to study the error.89



90CHAPTER 4. MULTIPLE SCATTERING IN UPSTREAM DETECTORS4.1 Vertex resolution analysisA vertex position has been de�ned inside the target plane by 
oordinates
(x1 − x2 , y1 − y2) where x1,2 are extrapolated X-
oordinates for positiveand negative tra
ks (likewise for y1,2) that pass the standard ARIANE re-
onstru
tion pro
edure, with full tra
king. By taking the di�eren
es, themeasurement be
omes insensitive to �u
tuations of tra
k origin within thebeam pro�le. Su
h �u
tuations be
ome un
orrelated only in the 
ase of a
-
idental pairs, where ea
h tra
k originates from an independent intera
tion.In this analysis, prompt pairs (by time-of-�ight 
ut) were sele
ted, inorder to make sure that multiple s
attering and, to a mu
h lesser extent,dete
tor resolution, are really the dominant 
ontributions to the vertex error.A gaussian �t was done to the vertex distributions in X and Y proje
tionsin seven bins of tra
k momentum, in the range from 1.5 GeV/
 to 3.5 GeV/
.It is worth noting at this point that, as a standard part of the tra
k �ttingpro
edure, far-away hits with respe
t to the tra
k are removed by a 3σ 
ut.Only 6-hit tra
k were retained for this analysis.In order to make a meaningful 
omparision with the Monte Carlo withprompt pion produ
tion, a 10% fra
tion of the vertex distribution observedwith a

idental pairs has been subtrated at ea
h momentum bin. This pointwill be dis
ussed in more detail in se
tion 3.5 below.The gaussian �t to the vertex distribution appears to be good in the
entral region, while small tails are observed at �xed momentum. These area 
onsequen
e of Coulomb large-angle s
atters, as well as possible remindersfrom a

identals and de
ays. The �ts were 
onsistently performed in theregion ±2σ, in order to minimise the impa
t of the tails. For illustration,we show in �gure 4.1 the vertex distributions in X and Y proje
tions for themaximum and minimum momentum bins.Please note that pattern re
ognition of individual tra
ks (whi
h takespla
e prior to tra
k �tting) requires the presen
e of MSGC and SFD hitswithin a pointing geometry with respe
t to the beam interse
tion with thetarget foil. Spa
e windows used are explained in some detail in referen
e [57℄,and they are sized (analyti
ally) in order to 
at
h the intera
tion signal withinaproximately 2.5σ from the predi
ted value, while removing at the same time
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ays and other ba
kground sour
es outside spotted region. This 
ut hasbeen tightened for this study, for the reasons mentioned above.We have 
alibrated the mean vertex position for di�erent run periods in2001, and found that its time dependen
e is strongly 
orrelated with thatobserved from dire
t drift 
hamber alignment with respe
t to the beam.Although this is irrelevant for the di�eren
e x1 − x2, this 
alibration wasindeed taken into a

ount for tra
k pattern re
ognition.The evolution of �tted σ values with momentum, after subtra
tion ofa

identals, is plotted in �gures 4.2 and 4.3. These are 
alled in the fol-lowing vertex resolutions. Empiri
ally, we have parametrised the momentumdependen
e of vertex resolution by the fun
tion σ = a+ b/p, whi
h providesan ex
ellent des
ription of the data.Now the results obtained with the full 2001 24 GeV/
 data sample (94µmNi target) were 
ompared with the GEANT-DIRAC Monte Carlo using stan-dard geometry �les, 94µm Ni target thi
kness, and spe
i�
 material 
on-tributions for MSGC and SFD dete
tors as indi
ated in tables 4.1 and 4.2.The values of A, Z, density ρ and thi
kness for ea
h simulated materiallayer, whi
h are the real input for GEANT-DIRAC, are given in the �rst four
olumns of this table.It is important to re
all here that the default version of GEANT program[76℄, (whi
h is the one used by GEANT-DIRAC [61℄), makes use of theMolière theory of multiple s
attering, whi
h operates at every step duringthe tra
king, subje
t to the 
ondition that the parameter Ω0 is greater than20. Ω0 represents the number of s
atters that take pla
e in a given steplength t, a

ording to the expression:
Ω0 = bc

t

β2where
bc = 6702.33ρZ

′

se
(Z

′

E
−Z

′

X
/Z

′

s)with
Z

′

s =
∑

i

pi

Ai
Zi(Zi + 1)
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Figure 4.1: Vertex distributions in X and Y proje
tions. Only the minimum(p < 1.60GeV/c, top) , and maximum (p > 3.25GeV/c, bottom) momen-tum bins of �gure 4.2 are shown. GEANT Monte Carlo is superimposed forthe optimum θ̄0 found.
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Z

′

E =
∑

i

pi

Ai
Zi(Zi + 1)logZi

−2/3

Z
′

X =
∑

i

pi

Ai

Zi(Zi + 1)log[1 + 3.34(
αZi

β
)
2

]where pi are the proportions by weight of atom type i with atom number
Zi and mass number Ai, within a 
ompound made of i = 1, N di�erentelements. β is the parti
le velo
ity and α the �ne stru
ture 
onstant.In the setup of DIRAC upstream dete
tors, the 
ondition Ω0 > 20 is onlyviolated (in a signi�
ant number of steps) in air gaps and MSGC DME gas,where GEANT is for
ed by the volume size to take a too small step size, inproportion with 1/ρ. In those 
ases, a pre
ise parametrisation is performedby GEANT, 
alled plural s
attering [76℄. I do not enter here into a moredetailed dis
ussion of this part, be
ause the impa
t of those 
ases in theoverall s
attering angle is, in any 
ase, negligible.More important is that the 
on
ept of radiation length X0 [77℄, usuallyrelated to the multiple s
attering angle θ0 by formula [78℄:

θ0 =
13.6MeV

βp

√

t

X0

[1 + 0.038 log(
t

X0

)] (4.1)is not a
tually used by the Monte Carlo realisation of the Molière theory inGEANT (as it is very well explained in [76℄) due to the fa
t that the s
atteringangles through 
onse
utive small steps do not add up in quadrature in thistheory. Instead, GEANT Monte Carlo 
al
ulates the s
attering angle θ0through a given material step t a

ording to detailed parametrisations ofthe exa
t Molière theory, 
orre
ted for �nite angle s
attering as des
ribedby Bethe. These parametrisations depend only on the quantities spe
i�edin the �rst four 
olumns in tables 4.1 and 4.2, apart from pion energy andvelo
ity.For the sake of 
omparison with other approa
hes, one may however wishto make the approximation of obtaining an equivalent radiation length X0from the e�e
tive A, Z and ρ input values given to GEANT-DIRAC in tables4.1 and 4.2. In order to do so, we may use for example the formula due toDahl [78℄:
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X0 =

716.4gcm−2A

Z(Z + 1)log(287/
√

Z)ρ
(4.2)and the result of this exer
ise is indi
ated in the last two 
olumns of ta-bles 4.1 and 4.2, where the values of X0 and X0 % fra
tion (
orrespondingto real thi
kness) are given for ea
h tra
king medium. Following this approx-imation, a total radiation length 
an be obtained by adding the 
ontributionsof individual layers in ea
h MSGC and SFD dete
tor, whi
h is also presentedin the last raw 1.The vertex resolution falls short with these parameters with respe
t tothe one observed with real data, as illustrated in �gures 4.2 and 4.3. Thedi�eren
e is very appre
iable.The most obvious interpretation for this di�eren
e is that the averageradiation length fra
tion for upstream dete
tors is underestimated by theMonte Carlo. In fa
t, the data were provided by dete
tor builder groups,and most of the materials are 
omposites for whi
h 
hemi
al 
omposition isun
ertain with a

ura
y better than 10-20%. In addition, the list of small
omponents in GEANT is never 
omplete, and approximations have beenmade to simplify the geometry. On the other hand, both purity and thi
knessof the 94µm target foil were subje
t to spe
i�
 
ontrols, so I did not assumethat they should be 
hanged. In any 
ase, our analysis was restri
ted tothe 94 µm data sample (in 
orrespondan
e with the Monte Carlo input),leaving aside the 98 µm data. I do not in
lude the Ionisation Dete
tor (IH)in this parti
ular de�nition of upstream dete
tors, sin
e obviously it 
annotbe responsible for the dis
repan
y, being lo
ated past the SFD.In order to 
he
k whether this hypothesis is 
orre
t, the average multi-ple s
attering angle was in
reased, whi
h I 
all θ̄0, in all upstream dete
tors(ex
luding the target foil, whi
h is well measured) by 12%, 13.5%, 15%,16.5%, 18% 19.5% and 21%, and re-pro
essed all GEANT-DIRAC tra
king.The output for every dataset (40 bu�er �les of 50000 events ea
h) is avail-1these one-dete
tor values ( 55.45×10−4 for MSGC and 83.79×10−4 for SFD-X) 
anbe 
ompared with those obtained in referen
e [79℄, namely 53.86 × 10−4 for MSGC and

83.36× 10−4 for SFD-X, with a spe
i�
 de�nition of equivalent X0, outside the GEANTframework. Comments about this result will follow in se
tion 6.
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tor digitisations and/or re
onstru
tionpro
edures may be easily 
hanged afterwards.A good des
ription of the data is in fa
t a
hieved by the Monte Carlowith 15% in
rease in θ̄0, both in normalisation and in momentum derivative,as it is illustrated in �gures 4.2 and 4.3. In fa
t, in order to measure theagreement between ea
h Monte Carlo hypothesis of θ̄0 and the prompt data,a χ2 has been de�ned as:
χ2 =

∑

i

(σi
p − σi

MC)
2

(∆σi
p)

2 + (∆σi
MC)

2 (4.3)where i runs over seven bins of tra
k momentum in ea
h proje
tion (X orY). The evolution of χ2 as fun
tion of ∆θ̄0/θ̄0 is shown in �gure 4.4 for Xand Y proje
tions separately. Note that ∆θ̄0/θ̄0 indi
ates the relative 
hangein the mean multiple s
attering angle θ̄0 with respe
t to the nominal (0%)values indi
ated in tables 4.1 and 4.2.A minimum χ2 (after paraboli
 interpolation) is found in X proje
tion atapproximately +16.5% and +14.5% in Y. A systemati
 error is estimatedin ± 1.5% from the �gures, and from the relative 
onsisten
y between bothproje
tions. This point will be 
on�rmed by the studies made in the followingse
tion. It applies to a mean observed deviation of +15%.The vertex distributions for the best Monte Carlo �t are also 
omparedin �gure 4.1 with real prompt data, and ex
ellent agreement is found. Al-though maximum and minimum momentum bins were 
hosen for illustration,agreement is equally good in all momentum bins.Let me 
learly point out that this Monte Carlo 
orresponds to the stan-dard π+π− Coulomb-
orrelated generator input, as it is used for the lifetimeanalysis, where a good des
ription of QT and QL is essential.4.2 Che
ks on systemati
 e�e
tsLet us now review other aspe
ts of the GEANT-DIRAC Monte Carlo simula-tion and re
onstru
tion, apart from the upstream radiation length fra
tion,



96CHAPTER 4. MULTIPLE SCATTERING IN UPSTREAM DETECTORSthat might be unrealisti
 and 
ould perhaps explain the observed de�
it invertex resolution.4.2.1 Tra
k �tting pro
edureThe vertex resolution de�
it observed with the standard GEANT-DIRACMonte Carlo does not depend on the parti
ular 
hoi
e of tra
k �tting pro
e-dure that it is adopted. In fa
t, there are two (ARIANE sele
table) mathe-mati
al pro
edures that have been used:A) simple straight-line �tB) multiple s
attering 
orrelated �tBoth of them perform a least-squared method to minimize the tra
k χ2,and are des
ribed in detail in referen
e [57℄. In method A, the dete
tor
ovarian
e matrix 
onsists of only diagonal terms, namely the inverse ofthe squared intrisi
 resolutions of the seven upstream dete
tors (6 in 2001
on�guration). In method B, momentum-dependent non-diagonal terms areadded in order to des
ribe multiple s
attering 
orrelations between dete
torelements, as well as diagonal terms des
ribing parti
le propagation throughmultiple thin layers. In both of them, dete
tor resolutions are input to theprogram, and need to be known "a priori". As we shall see, the �tted tra
kparameters depend on those only at se
ond order.The �t results are (in both 
ases) insensitive to an overall 
ovarian
ematrix normalization fa
tor. As a 
onsequen
e, in method A a global s
alefa
tor on the MSGC and SFD resolution hypothesis is irrelevant. Only theratio between the two is signi�
ant, whi
h is approximately given by a fa
tor2, a

ording to their respe
tive pit
h distan
es. In method B, the radiationlength fra
tions of individual dete
tor elements are given as input for the 
or-relation matrix (values indi
ated in referen
e [41℄ were used for this purpose),as well as parti
le momenta determined by ARIANE event by event.Figures 4.5 and 4.6 show a 
omparison between vertex resolution ob-tained with methods A and B, for the same hypothesis of dete
tor resolu-tion, in X and Y proje
tions respe
tively. One 
an see that the di�eren
es



4.2. CHECKS ON SYSTEMATIC EFFECTS 97between the two methods are small, due to the fa
t that in a given proje
-tion there are only 3 e�e
tive dete
tors subje
t to 
orrelation (for example,
X, X

′

, SFD − X), whi
h is the minimum in order for the formalism tobe e�e
tive. Method B simply provides a slightly better resolution at lowmomentum, better appre
iated in X.Now �gure 4.7 shows the e�e
t of 
hanging the ratio σsfd/σmsgc from 1to 4 in method A, and �gure 4.8 the e�e
t of 
hanging the average radiationlength in all dete
tor layers by ± 50 %, in method B (leaving dete
torresolutions un
hanged). Both 
hanges are very extreme (by far in
onsistentwith our knowledge of those parameters), but nevertheless their impa
t onvertex resolution is minor.In summary, it has been shown that di�eren
es due to the tra
king pro-
edure are themselves smaller that the observed resolution de�
it, thereforeit is ex
luded that they 
ould explain it. Although we reported here (forbrevity) the results obtained with real spe
trometer data, we observe exa
tlythe same trend with Monte Carlo data.After 
onsideration of the previous results, we have adopted method Aas the baseline for our analysis, 
onsistently throughout this note. Clearlythe issue is not having the best resolution, but rather being more sensitiveto multiple s
attering and insensitive to tra
king details, parti
ularly whenthe amount of matter is itself subje
t to evaluation.4.2.2 MSGC 
lusterisationThe se
ond aspe
t of Monte Carlo simulation that we have analysed in detailis whether MSGC ARIANE digitisations (i.e. 
luster strip multipli
ities and
harges) might be wrongly simulated. In other words, whether the des
riptionof dete
tor resolution parameters of MSGC might in�uen
e the results. Of
ourse, it is quite 
lear that with a single-hit resolution of 50µm [41℄ thisin�uen
e is bound to be small as 
ompared to multiple s
attering, giventhe dete
tor geometry. In any 
ase, here again the Monte Carlo is severely
onstrained by the real data whi
h are used as input.For illustration, we show in �gure 4.9 the predi
tion for vertex resolutionunder the assumption that all 
luster sizes were equal to one mi
rostrip andthat all were equal to two mi
rostrips. The mi
rostrip multipli
ity distribution



98CHAPTER 4. MULTIPLE SCATTERING IN UPSTREAM DETECTORSis indi
ated in �gure 4.10. It is 
lear that both asumptions are extreme, inrelation with the pre
ision of the digitisation 
ode. However, the 
hangesindu
ed are very small.The 
on
lusion of this study is that strong variations in the intrinsi
 reso-lution of MSGC 
annot explain the observed dis
repan
y in vertex resolution,and hardly 
hange the Monte Carlo predi
tion.4.2.3 MSGC ba
kgroundNoise level is quite strong in both MSGC and SFD dete
tors. Be
ause thevertex resolution relies mostly on the MSGC, we have studied the in�uen
eof 
hanging the MSGC ba
kground 
onditions on the previous results.The general 
hara
teristi
s of MSGC ba
kground are des
ribed in refer-en
e [80℄, together with the simulation tools used. It is important to notethat this simulation is totally 
onstrained by the observed hit multipli
ities.We show in �gure 4.11 (bottom part) the number of MSGC hits found withina 3σ road around drift 
hamber tra
ks, for ea
h dete
tor plane, together withMonte Carlo simulation. The full 2001 data sample is in
luded, in order toa

ount for possible run-to-run variations. As it 
an be appre
iated, the sim-ulation quality is ex
ellent. Not only average values are des
ribed, but alsomultipli
ity shape is 
orre
tly reprodu
ed.We show in �gure 3.5 the vertex resolution obtained after± 10% variationof average hit multipli
ity, as 
ompared with the observed average values. Forreferen
e, we also show the predi
tion for null MSGC ba
kground. It is 
learthat signi�
ant 
hanges on noise 
onditions hardly 
hange the result. Theextreme hypothesis of null ba
kground 
learly illustrates the e�e
t of noise.At low momentum (where sear
h windows are larger for multiple s
attering),the probability for noise hits to enter the tra
k is higher, given the fa
t thatpattern re
ognition uses the 
alibrated beam spot 
enter. Therefore, thevertex resolution be
omes arti�
ially improved.We 
on
lude that a wrong simulation of MSGC ba
kground does notsigni�
antly 
hange the observed de�
it in vertex resolution.
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kgroundIn �gure 4.12 we show the vertex resolution obtained with SFD ba
kgroundremoved, as 
ompared with the one with nominal parameters. Although theba
kground level (under 
ontrol of ARIANE via �ux and 
ross-talk parame-ters) is high, its in�uen
e on vertex resolution is negligible (both in X andY). This is understood, sin
e noise SFD hits will not be followed by MSGChits in front, and the tra
k will not be re
onstru
ted (let us re
all that 6-hittra
ks were sele
ted in this analysis).
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Figure 4.2: Vertex resolution in X-proje
tion, as fun
tion of tra
k momen-tum. Full 
ir
les are real prompt pairs (a

identals subtra
ted), and open
ir
les the best Monte Carlo option illustrated in �gure 4.4. Open trian-gles show the predi
tion from the standard GEANT-DIRAC, with materialde�nition as in tables 4.1 and 4.2.
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Figure 4.3: Vertex resolution in Y-proje
tion, as fun
tion of tra
k momen-tum. Full 
ir
les are real prompt pairs (a

identals subtra
ted), and open
ir
les the best Monte Carlo option illustrated in �gure 4.4. Open trian-gles show the predi
tion from the standard GEANT-DIRAC, with materialde�nition as in tables 4.1 and 4.2.
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Figure 4.4: χ2 between real data and Monte Carlo (as de�ned in the text) asfun
tion of in
reased average multiple s
attering angle in upstream dete
tors,for X (left) and Y (right) proje
tions. Only points near the minimum areshown.
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king medium data used by standard GEANT-DIRAC for onegeneri
 MSGC dete
tor. There are four identi
al planes.
Material A Z ρ(g/cm3)DME 25.95 12.02 1.85×10−3DESAG(×2) 25.75 12.52 2.51Copper(×2) 63.54 29.00 8.96Kapton(×2) 12.70 6.36 1.42
Material t = ∆z X0(cm) t/X0(×10−4)DME 25.95 0.200 14540.DESAG(×2) 0.0231 9.877 23.39Copper(×2) 0.00050 1.469 3.404Kapton(×2) 0.00250 28.91 0.8647Total 55.45×4=221.8

Table 4.2: Tra
king medium data used by GEANT-DIRAC for one SFDdete
tor. There are two identi
al planes, X and Y (in 2001).
Material A Z ρ(g/cm3)Polystyrene 11.16 5.61 1.032Paint(×2) 18.08 8.77 1.26Cobex(×2) 13.94 6.90 1.35
Material t = ∆z X0(cm) t/X0(×10−4)Polystyrene 0.250 43.55 57.40Paint(×2) 0.01465 26.23 5.585Cobex(×2) 0.022 28.91 7.609Total 83.79×2=167.6
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Figure 4.5: Comparison between the vertex resolution in X proje
tion ob-tained from �tting methods A (full 
ir
les) and B (open 
ir
les) des
ribed inthe text. Dete
tor resolutions were 260 µm for SFD and 116µm for MSGC.
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Figure 4.6: Comparison between the vertex resolution in Y proje
tion ob-tained from �tting methods A (full 
ir
les) and B (open 
ir
les) des
ribed inthe text. Same 
onditions as in �gure 4.5.
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Figure 4.7: Comparison between vertex resolution obtained (in method A)from di�erent hypothesis for the ratio of dete
tor resolutions σsfd/σmsgcnamely 2 (line). 4 (dashed) and 1 (dotted).
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Figure 4.8: Comparison between vertex resolution (X-proje
tion) obtainedin method B from di�erent s
ale fa
tors on overall radiation length dete
torfra
tions in 
ovarian
e matrix. Continuous line and full 
ir
les 
orrespondsto the standard setting, dotted line to s
ale fa
tor 1.5 and dashed line tos
ale fa
tor 0.5 (note s
attering angle s
ales with the square).
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Figure 4.9: Comparison between vertex resolution obtained after variationof the MSGC 
luster size shown in �gure 4.10. The full 
ir
les and line
orrespond to the standard digitisation, where real multipli
ity is simulated.Dotted/dashed lines are obtained with all 
lusters having one/two mi
rostripsonly.
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Figure 4.11: Comparison between vertex resolution (X-proje
tion) obtainedafter variation of MSGC ba
kground level. Open/full triangles indi
ate +/-10% variation of MSGC average hit multipli
ity, with respe
t to the observed(standard) values in �gure ??. Open 
ir
les show the 
ase where MSGCba
kground is totally removed (lines are also shown in all 
ases, following a�t to a + b/p parametrisation).
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Figure 4.12: Comparison between vertex resolution in X (top) and Y (bot-tom) obtained from standard simulation (full 
ir
les) and simulation withSFD ba
kground removed.
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idental pairsIn order to make an a

urate 
omparison between spe
trometer data and
π+π− Monte Carlo, we have 
orre
ted the prompt experimental data toa

ount for the approximately 10% ba
kground of a

idental pairs whi
h
an be determined from observation of the pre
ision time-of-�ight spe
trum.In fa
t, vertex resolution (determined by the MSGC's) is sensitive to thepresen
e of �u
tuations of tra
k origin within the beam dimensions, as theyare expe
ted to happen with a

idental pairs. This is illustrated in �gure4.13, where prompt pairs are 
ompared with a

identals. The di�eren
eis more signi�
ant in the verti
al proje
tion, where the beam dispersion issigni�
antly larger.In the results presented so far, a 10% fra
tion of the observed vertexdistribution for a

idental pairs was subtra
ted bin-by-bin from the promptdistribution, before the Gaussian �t is done, at every momentum interval.The a
tual e�e
t of this subtra
tion is quite small, even in verti
al proje
tion.It should be re
alled that only the 
entral part of the vertex distributionis �tted to a Gaussian (see �gure 4.2). We have 
ross-
he
ked that theobserved behaviour with real data is indeed well understood by a spe
i�
Monte Carlo made for a

idental pairs, where the beam dimensions 
an be
hanged.The beam spotsize 
an be determined using only experimental data, by�tting the points in �gure 4.13 to the expression σx,y =

√

A2
x,y + B2

x,y/p
2,where the Ax,y parameter represents momentum-independent �u
tuations(dete
tor resolution and beam size), and the Bx,y parameter those frommultiple s
attering. By taking the di�eren
es √A2

acc − A2
prompt we 
an esti-mate the beam dimensions, and the results are indi
ated in table 4.3. Theyare in reasonable agreement with those of referen
e [81℄. It is remarkablethat, despite the strong variation from Ax to Ay for a

idental pairs (dueto beam width), the values of Bx and By are hardly di�erent, as expe
ted.Note the data 
over the full 2001 data period with Ni 24 GeV/
 beam.



4.2. CHECKS ON SYSTEMATIC EFFECTS 113Table 4.3: Fitted values for A and B from prompt and a

idental pairs, andbeam spot sizes σx and σy determined from A parameters. Note that onlystatisti
al errors are quoted here.
Ax(
m) Bx(
m·GeV/
) Ay(
m) By(
m·GeV/
)Prompt 0.133±0.002 0.552±0.003 0.154±0.002 0.570±0.003A

identals 0.150±0.002 0.552±0.003 0.252±0.001 0.547±0.003

σx (
m) σy (
m)0.069 ± 0.005 0.204 ± 0.002
4.2.6 Long lifetime parti
lesThe strong time 
oin
iden
e, a
hieved with pre
ision time-of-�ight 
ountersfor prompt pairs, may still 
orrelate pion pairs from the same proton inter-a
tion, where one of them is a
tually the de
ay produ
t of another parti
le,with delay shorter than 0.9 ns. It is in prin
iple possible that those long-lifetime de
ays (no larger than 10% , as determined by the pionium analysisprogram) gave a wider transverse vertex distribution, and that this e�e
tmight be the explanation of the resolution shortfall.We have made a simple 
he
k, by sele
ting only pairs where one ofthem has a muon tag, determined by the 
oin
iden
e of muon 
ountersand pre-shower dete
tor signals. The vertex resolution from those events(100% muon tagged) is 
ompared with the standard one from prompt pairs(where muon tagged events were vetoed) and it is shown in �gure 4.14. Theobserved muon fra
tion (reje
ted by standard ARIANE re
onstru
tion) isabout 10%, in agreement with expe
tation, and the lab momentum spe
traare 
ompared in �gure 4.14, showing a softer muon spe
trum, probably dueto neutrino emission. Despite the fa
t that pion lifetime is larger than anyother possible long-lifetime resonan
e 
ontribution, the vertex distribution is
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tion. Note should be taken that the
QT < 4MeV/c 
ut avoids large-angle tra
ks by 
onstru
tion, no matter howlarge the resonan
e mass 
an be. So it is 
lear that a possible explanationof resolution de�
it by long-lifetime de
ays 
an be safely ex
luded.4.3 Con
lusionsThe following 
on
lusions 
an be derived from the analysis presented in thisnote:1) The average multiple s
attering angle in upstream dete
tors is under-estimated by standard GEANT-DIRAC Monte Carlo by 15 ± 1.5 % .Wrong values were therefore used as the baseline analysis for DIRAClifetime publi
ation [5℄, whi
h needs to be revised, both for real valuesand for systemati
 error analysis. The results agree with our presen-tation to the 
ollaboration made on February 19. We �nd no otherpossible interpretation of the vertex resolution data analysed here.2) Measurements of multiple s
attering angle from a dedi
ated setup us-ing drift 
hambers have been reported [79℄. We did not �nd in thispubli
ation a dire
t 
omparison with GEANT-DIRAC Monte Carlo forthe dete
tors under test, but rather a determination of an equivalentradiation length based upon a three-Gaussian �t 2 . Sin
e this is farfrom being the approa
h followed by GEANT, we see no way to derive
on
lusions from the approximate equality of the equivalent radiationlengths found in [79℄ for MSGC and SFD-X and those quoted in tables4.1 and 4.2. Apart from the fa
t that the usual radiation length fra
-tion 
on
ept, as illustrated for example in formula (4.1), is not usedin any of the two approa
hes, the de�nition of equivalent is di�erent:in one 
ase, it arises from the three-Gaussian �t, and in the other2it is interesting to remark that this equivalent radiation length of pure elements likeNi and Al are larger than those reported by the Parti
le Data Group [78℄ by fa
tors 1.15and 1.20, respe
tively.



4.3. CONCLUSIONS 115from utilisation of Dahl's formula (4.2), a
tually outside the GEANTtra
king framework.3) We �nd no sign of poor performan
e of GEANT-DIRAC tra
king, usingMolière-Bethe theory, after having res
aled the average multiple s
at-tering angle in upstream dete
tors. On the 
ontrary, after this res
aling(whi
h is mathemati
ally equivalent to a rede�nition of average A,Zand/or small thi
kness or geometry 
hanges), the performan
e is reallygood in all 
riti
al distributions su
h as momentum and opening-angledependen
e of vertex resolution. This is the simplest and most e�e
-tive solution, sin
e what the DIRAC experiment needs is an a

uratedes
ription of QT resolution in π+π− phase spa
e, and this goal is fullya
hieved, as it has been demonstrated.
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Figure 4.13: Comparison between vertex resolution observed for prompt pairs(bla
k) and a

idental pairs (open) of 2001 data period. Top �gure refersto X-proje
tion and bottom �gure to Y-proje
tion.
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Chapter 5Study of Kaon Contaminationin DIRAC
5.1 Determination of the K±π∓/π+π− ratioIn order to understand the physi
s of strangeness produ
tion in proton-Ni
ollisions in DIRAC (at 24 GeV/c proton momentum), parti
ularly in 2001data runs, we have determined the momentum dependen
e of the observed
K+π− and K−π+ signals, normalized to the semi-in
lusive π+π− produ
tion.The results obtained were 
ompared with the UrQMD Monte Carlo [69℄, withspe
ial emphasis in 
he
king whether the momentum derivative is 
orre
tlydes
ribed by this relativisti
 model. In the following, we shall denote theseby ratios r+

K = K+π−/π+π− and r−K = K−π+/π+π−.The TOF dete
tor (Verti
al Hodos
opes) is su�
iently pre
ise to providea 
lear K± signal from the time di�eren
e ∆t = t− − t+ between the twohodos
opes [82℄, on
e the pion mass hypothesis is made in the (∓) arm,opposite to the 
harged kaon under sear
h. The best K+ signal analysis isprovided by the invariant mass squared, a

ording to the expression:
M2

+ = p2
+











L−

L+

√

√

√

√1 +
M2

π

p2
−

− c∆t

L+





2

− 1





 (5.1)and similarly M2
− for K−, after overall sign �ipping in the above expres-119
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tive pathlengths and momenta, in ea
h arm.Invariant mass resolution degrades with in
reasing momentum of the anal-ized parti
le p±, whi
h is equivalent to in
reasing momentum of the sum
p = p+ + p−, given the fa
t that the trigger stru
ture makes positive andnegative momenta nearly equal. We have analized both the positive andnegative kaon mass spe
tra in 11 200MeV/c bins of the pair momentum
p, as it is shown in Figs. 5.1 to 5.11. It 
an be appre
iated that massresolution is still good enough up to pair momenta of 5.0 GeV/c. Guidedby the observed spe
tra, we have parametrized the signals by a two-gaussian�t added to a polynomial ba
kground, for ea
h momentum bin. The π+π−signal (whi
h is observed at M2

π), was also analysed in this way, using thesame two-gaussian parametrization as for the K±π∓ signal, as expe
ted fromthe approximately equal resolution. The ratio r+−
K found after ba
kgroundsubtra
tion at ea
h momentum bin, is displayed in Fig. 5.12 as fun
tionof pair momentum p. The analysis shown in the previous �gures in
ludesthe full Ni 2001 data sample, with normal physi
s runs, as it was used forpionium lifetime analysis [66℄. In the 3 lowest momentum bins the statisti
alerrors were slightly in
reased (by fa
tors 2.5,2.3 and 1.8 for K− and 2.0,1.9and 1.2 for K+), in order to 
ope with a small systemati
 dis
repan
y withrespe
t to the parametrization at the left side of both the K+π− and K−π+signals, nearly invisible in the �gures. Su
h in
rease was not needed in theother bins, the χ2 values being ex
ellent in all 
ases.Fig. 5.12 shows a 
lear rise of both r+

K and r−K ratios as fun
tion ofmomentum. In addition, the K+ signal is very signi�
antly larger than the
K−, by a fa
tor 2.75 on average. We have studied whether this behaviour 
anbe understood by the strangeness produ
tion model in the UrQMD MonteCarlo, and for that purpose we evaluated both the physi
s output of themodel, as well as the DIRAC spe
trometer e�
ien
y, parti
ularly importantbe
ause of the K± longer lifetime as 
ompared to π+π−.This was done in two steps:a) 2049 million pNi events were generated at proton momentum 24 GeV/c(using UrQMD version 1.3) and all K+π−, K−π+ and π+π− pair 
ombina-tions were sele
ted in the �nal state, after requiring 4.5o < θ < 7.0o where
θ is the angle between the ve
tor sum of the parti
le momenta and the in-
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oming proton dire
tion. The ratios K+π−/π+π− and K−π+/π+π− areplotted as fun
tion of pair momentum p in Fig. 5.12. A 
ut Q < 30MeV/cwas applied to the 
enter-of-mass momentum Q, 
al
ulated in the π+π−hypothesis irrespe
tive of parti
le masses. An additional momentum 
ut
1.3 GeV/c < p+− < 5.0 GeV/c was applied for ea
h tra
k.The UrQMD time parameter [69℄, whi
h governs the hadron physi
s,was �xed to t = 20fm/c. In order to take into a

ount the 
ontribution ofweak de
ays into both K± and π±, we have implemented an interfa
e withthe PHYTIA/JETSET program by whi
h mesons and baryons are weaklyde
ayed. The 
orre
tion with respe
t to the unde
ayed spe
tra is small(aproximately 5%).b) in order to evaluate the spe
trometer e�
ien
y, we generated π+K−events using the standard DIRAC generator for Coulomb pairs (in
luding the
orre
t Coulomb fa
tor with Kπ Bohr momentum) and pro
essed them �rstthrough the GEANT-DIRAC interfa
e with the 
orre
t parti
le asignment(lifetime in parti
ular), and later re
onstru
ted them with the same versionof the ARIANE program as it was used for the experimental data, underthe 
uts QL < 22MeV/c (of 
ourse 
al
ulated in π+π− hypothesis) and
QT < 5MeV/c. The momentum spe
trum of re
onstru
ted K±π∓ eventswas determined, and divided by that of the generated events, in order todetermine the spe
trometer a

eptan
e e�
ien
y fun
tion. The same oper-ation was done for π+π− pairs, using this time the standard Monte Carloprodu
tion 
hain. It was noted that in the 
entral momentum region (un-a�e
ted by edge e�e
ts) the K+π− spe
trometer a

eptan
e had a steepermomentum dependen
e than it had for π+π−, as expe
ted from the longer
K+ lifetime. What we are interested in is the ratio between K±π∓ and
π+π− e�
ien
y fun
tions. This fun
tion is a
tually the same, for both K±
harge modes.
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Figure 5.1: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated. χ2/ndf values are given for the �t des
ribed in thetext.
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Figure 5.2: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.3: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.4: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.5: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.6: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.7: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.8: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.9: Spe
trum of squared invariant mass of negative parti
le M2
− whenpion mass is assumed in the opposite arm (top). The positive mass M2

+ isalso shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.10: Spe
trum of squared invariant mass of negative parti
le M2
−when pion mass is assumed in the opposite arm (top). The positive mass M2
+is also shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.
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Figure 5.11: Spe
trum of squared invariant mass of negative parti
le M2
−when pion mass is assumed in the opposite arm (top). The positive mass M2
+is also shown, with the 
orresponding hypothesis (bottom). Pair momentuminterval as indi
ated.



5.2. MEASUREMENT OF K+K− AT 2.9 GEV/C 133The r+−
K spe
tra given by the UrQMD Monte Carlo physi
s at the gen-erator level were multiplied by the e�
ien
y fun
tion de�ned above, and the
orre
ted fun
tion was 
ompared with the experimental data in Fig. 5.12. In
an be appre
iated that the momentum derivative of the K±π∓/π+π− ratiois perfe
tly well des
ribed by UrQMD, for both 
harge signs in the analysedmomentum range. However, the values of r+

K and r−K ratios do not appearto be 
orre
tly des
ribed, sin
e the Monte Carlo predi
tions had to be mul-tiplied by fa
tors 0.60 and 0.31, respe
tively, in order to �nd agreement withthe experimental data. It seems that, whereas the strangeness momentumspe
tra are well des
ribed, the integrated produ
tion rates are not. In any
ase, the Monte Carlo predi
ts 
orre
tly a smaller K−π+ rate, as 
omparedto K+π−.5.2 Measurement of K+K− at 2.9 GeV/cWhen the positive and negative parti
les a

epted by the spe
trometer haveequal mass, the previous method does not allow mass dis
rimination, despitethe ex
ellent resolution of Time-of-Flight (TOF) hodos
opes. This is be
auseof the narrow QL a

eptan
e for normal physi
s triggers, whi
h makes bothparti
les rea
h the hodos
opes at pra
ti
ally the same time.However, upstream tra
ks 
ontain time information from SFD and Ion-ization Hodos
ope (IH) TDCs. We have up to 6 independent TDC mea-surements (SFD-X, SFD-Y, IH-XA, IH-XB, IH-YA, IH-YB) for ea
h 
hargedtra
k, so that the time of �ight ∆t between upstream dete
tors and verti
alhodos
opes 
an be measured with improved statisti
al pre
ision. A similarmethod was used to analyze the pπ− ba
kground in a

idental pairs [60℄.For equal-mass pairs, 
harge ambiguity in the mat
hing pro
edure doesnot impeed a 
lear determination of ∆t. This is parti
ularly important forthe IH, where the probability that both parti
les hit the same 6 mm slab ishigh. In this 
ase, only one TDC will be retained, whi
h is perfe
tly adequatefor the measurement.The time delay ∆t 
an in general be de�ned as ∆t = tV H − tup , wherethe upstream time 
an be 
onstru
ted by averaging N measurements among
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Figure 5.12: Momentum dependen
e of the measured ratios r+
K (
ir
les)and r−K (squares). The 
orresponding dotted lines indi
ate the a

eptan
e
orre
ted UrQMD Monte Carlo predi
tions, multiplied by fa
tors 0.5 and0.25 respe
tively.the 6 available dete
tors tup = (1/N)

∑

i ti.It is however more 
onvenient to measure squared invariant masses M2
iof individual time measurements ∆ti = tV H − ti asso
iated by the upstreamtra
king to a given 
harged parti
le in one arm, with momentum p and pathlength L:

M2
i = p2(

c2∆ti
2

L2
− 1) (5.2)The parti
le M2 is then obtained by averaging the appropriate N indi-vidual measurements M2 = (1/N)

∑

i M
2
i .All IH dete
tor TDC signals asso
iated to upstream tra
ks are time-
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t to ea
h other, taking into a

ount propagation timebetween di�erent layers, as a ne
essary �rst step. Despite the ex
ellentdete
tor 
alibration work available [83℄ , we have noti
ed that the IH-XBdete
tor has a wider TDC distribution and slightly di�erent properties thanthe others. As a 
onsequen
e, no attempt has been made to in
lude thisdete
tor in subsequent analysis, in order to avoid any doubts.Sear
hing for a K+K− signal implies to suppress a huge ba
kgroundfrom π+π−. The most general way to a
hieve this goal is to use a 
ertainnumber of dete
tors to veto the pion signal and a di�erent dete
tor set toperform the mass measurement. A

ording to this, we have developped twoextreme methods. The �rst (method A) is use the three IH dete
tors to vetoand the two SFD's to perform the measurement. The se
ond (method B)is to perform an unbiased measurement (no pion veto) and 
on
entrate alldete
tor measurements to improve mass resolution at the distribution tail.In both 
ases, parti
le velo
ity has been redu
ed by a momentum 
ut
1.4 < p < 1.5 GeV/
 applied for every 
harged tra
k.5.2.1 Results from method APairs were sele
ted by requiring that M2

L < M2
i < M2

H for all IH hits i asso-
iated to tra
ks by upstream tra
king (6 measurements), for di�erent 
hoi
esof the lower 
ut M2
L, and the squared mass distributions were analysed usingSFD X and Y (4 measurements).A 
lear signal is observed at the kaon squared-mass, of about the samesize as that observed for the pion. As expe
ted, lowering the 
ut M2

L resultsin in
reasing pion ba
kground, and the opposite e�e
t is observed by settinghigher values of M2
L, as shown in �gure 5.13. The K+K− signal is howevernot una�e
ted by the M2

L values either, due to the a

eptan
e variationsimplied by the pion veto, whi
h will be studied below.In order to measure this signal we have �rst determined the pion squared-mass resolution fun
tion R(x), whi
h is a 
ontinuous 
urve (normalized toone) peaked at x = 0 , with x = M2 −M2
π and M2

π the observed pion mass1. We determine this 
urve with high statisti
al pre
ision by going to lower1the analyti
al expression and parameter values of this fun
tion will be reported in the
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L, and apply the same resolution fun
tion for the kaon, sin
e allinstrumental e�e
ts are identi
al in both 
ases 2.A maximum likelyhood �t is then performed to the entire mass spe
trafor 8 di�erent 
hoi
es of M2

L, having a generi
 number of events N in the�t. The probability density for an event with mass M2
i is given by :

Li = (1 − α)R(M2
i − M2

π) + αR(M2
i − M2

K) (5.3)where the M2
π value is left free to allow for small biases as fun
tion of pionveto. The kaon mass M2

K is however a �xed parameter, with its value being
alibrated by the observed pion mass M2
π without pion veto, after adding thedi�eren
e M2

K − M2
π given by PDG values.Maximization of∏N

i=1 Li as fun
tion of α , under the 
onstraint ∫ C
−C R(x)dx =

1 with C = 0.4GeV 2/c4, provides the number ofK+K− pairs asN(K+K−) =

αN .Be
ause of the fa
t that the kaon resolution fun
tion is not entirely
ontained within the bias interval (M2
L,M2

H), the K+K− signal e�
ien
ywill be a 
al
ulable fun
tion of the lower limit M2
L. Note that the relevantresolution fun
tion R(x) here involves the measurement with a single generi
IH dete
tor 3, and it 
an be easily determined with pions. Its parametrizationis given in table 5.2 (see next subse
tion). If we 
all ǫ =

∫∞
M2

L

R(x)dx thenthe K+K− a

eptan
e probability is given by :
A(M2

L) = ǫ6−3s(1−s)2−2[3s2(1−s)]−3s3 (5.4)where s is the average probability that both parti
les interse
t the sameIH slab. The last three terms in the exponent are related to the probabilityof single, double and triple same-slab 
oin
iden
es among the three a
tive
ounters, respe
tively. They 
an easily be determined from real data by usingthe upstream tra
k extrapolations. The above expression takes into a

ountnext subse
tion.2a partial derivative analysis of expression (5.2) reveals that a resolution fa
tor
σ(M2

π)/σ(M2
K

) =
√

M2
π + p2/

√

M2
K

+ p2 is expe
ted from the slightly di�erent masss
ale. This a

ounts for a 5% e�e
t only, and its e�e
t is negligible.3the average is taken between the three a
tive dete
tors, whi
h di�er very little amongthemselves
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t that rather than having 6 independent dete
tor measurements, thereare a
tually a redu
ed number of them, due to same-slab interse
tions. Thee�e
tive exponent is a

urately determined from the real data to be 5.14,whi
h 
orresponds to s = 0.30.In �gure 5.16 we show that the fun
tion A(M2
L) provides a good de-s
ription of the K+K− signal data found from the 8 maximum likelyhood�ts. Errors in α are given by MINOS variation with a

ount taken of the
orrelation with M2

π . These are 
onverted into N(K+K−) = αN errors,where the observed number of events N is also subje
t to error. A line for a
0.5% 
ontamination hypothesis is also shown in �gure 5.16 for referen
e.The platteau value indi
ates 61 ± 10 K+K− events, where the 1σ error
an be determined from any of the M2

L 
hoi
es without signi�
ant variation(0.15 GeV 2/c4 is 
hosen for referen
e). It should be noted that this platteauis rather insensitive to small variations of the exponent, 
ompatible with thedata. As a matter of fa
t, a 
hange of ± 0.2 (
ontradi
ting measured values)produ
es only ± 1 events in the platteau, still having a good des
ription ofthe data in �gure 5.16.It is 
lear that the observed K+K− signal is genuine and it 
an by nomeans be explained as a 
onsequen
e of the applied bias. This point hasbeen 
he
ked by applying an opposite bias a

ording to the mirror-symmetri

ut 2M2
π −M2

L < M2
i < 2M2

π −M2
H for all a
tive IH dete
tors i. The resultare shown in �gures 5.17 and 5.18 for 6 di�erent values of M2

L. In fa
t,the K+K− signal is totally removed, and in addition no signi�
ant signal isgenerated in the bias region, whi
h shows that 
orrelation between IH andSFD measurements is a
tually quite small. A signi�
ant 
orrelation 
ouldonly be indu
ed by the presen
e of ba
kground tra
ks 
rossing all upstreamdete
tors, whi
h is strongly suppressed by the timing requirements (5.5ns)of upstream tra
king.When the total number of π+π− pairs is taken into a

ount, the previousresult 
an be 
onverted into a measurement of the ratio ǫK = N(K+K−)/N(π+π−) =

0.238 ± 0.035 % .
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ond analysis method 
omes from making a dire
t �t to the mass spe
-trum in whi
h all (IH+SFD) dete
tors are used for the measurement, withoutany attempt to perform a π+π− veto. The K+K− signal is then observedat the distribution tail. A good des
ription of the pion resolution fun
tionfor the mass measurements M2
i is provided by the parametrization:

R(x) = Ae−(a1|x|2+a2|x|3+a3|x|4) (5.5)for x ≥ 0 and R(x) = Ae−(b1|x|2+b2|x|3+b3|x|4) for x ≤ 0, with x =

M2
i − M2

π , where M2
π de�nes the peak value, whi
h is allowed to di�erslightly from the true pion squared-mass from PDG, due a systemati
 error.Sin
e there is no reason to expe
t left/right symmetry about the peak value,

ai 6= bi are allowed by the �t. Proper normalization is ensured by the
A parameter, a

ording to 1/A =

∫M2
π+C

M2
π−C R(x)dx with C=0.4 GeV 2/c4(whi
h is in�nity in pra
ti
al terms).The K+K− signal is parametrized by the same fun
tion R(x) used forthe pion, with peak value shifted by M2
K − M2

π a

ording to PDG values.As in the 
ase des
ribed above for method A, a maximum likelyhood �tis made to the hypothesis expressed by equation (5.3) in the mass interval
IC = (M2

π −C, M2
π + C), as shown in �gure 5.19, in order to determine thefra
tion α, and the 
orresponding number of K+K− pairs.The �t has been done in two steps: �rst determine the 7 parameters ofthe resolution fun
tion (ai, bi and M2

π) for M2 ≤ M2
0 (M2

0 = 0.135 GeV 2/c4has been 
hosen), and then extend the �t to the full region IC , keeping the
R(x) parametrization �xed. Results 
an be appre
iated in �gure 5.19 and intable 5.1. The �tted number of K+K− pairs is 65 ± 10.For the sake of simpli
ity, we have refered throughout this note to ageneri
 pion resolution fun
tion R(x), due to the fa
t that all parametriza-tions of it do have the same fun
tional form. However, the parameter valuesare di�erent in ea
h 
ase, depending upon whi
h (and how many) dete
torsare used for the measurement. We give in table 5.2 the �tted parameterswhen SFD X and Y dete
tors are used in method A, and also those 
orre-sponding to a single (generi
) IH dete
tor, as it was used for the a

eptan
e



5.2. MEASUREMENT OF K+K− AT 2.9 GEV/C 139Table 5.1: Parameter values for parametrization (5.5) obtained for massmeasurement using all (IH+SFD) upstream dete
tors (left), and �t resultsfor method B des
ribed in the text (right). The variation of the likelihood isalso indi
ated for two hypothesis: 0.5 % K+K− signal, and no signal at all.
Mπ 0.0188 ± 0.0014 GeV 2/c4

a1 201 ± 18
a2 -462 ± 181
a3 511 ± 508
b1 199 ± 8
b2 -137 ± 46
b3 -650 ± 92

α 0.9975 ± 0.0004
Nk 65 ± 10

ǫk(%) 0.253 ± 0.038
χ2/ndf 69.57 / 55

∆L(no signal) 38
∆L(signal 0.5%) 17

ǫ 
al
ulation.
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Table 5.2: Parameter values for the pion squared-mass resolution fun
tiona

ording to expresion (5.5), from minimun-χ2 �ts for measurements usingSFD X and Y without pion veto (left), and using a single generi
 IH dete
tor(right). For the latter, the average between the three a
tive dete
tors hasbeen taken, as des
ribed in the text.SFD IH
Mπ(GeV 2/c4) 0.0114±0.0004 0.0378 ± 0.0007

a1 103 ± 8 66.8±3.4
a2 -216 ± 12 105.±13
a3 258 ± 24 47.5±12.6
b1 131 ± 10 43.0±5.4
b2 39.7 ± 33.3 5.79±29.97
b3 -713 ± 29 -85.4± 44.5

χ2/ndf 9.3 / 11 23.3/25
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Figure 5.13: Average squared invariant mass of parti
le pairs measured fromTDCs of SFD X-Y a

ording to expression (5.2). All individual hit measure-ments M2
i asso
iated to any of the two upstream tra
ks in IH dete
tors havebeen restri
ted to the indi
ated limits M2

L < M2
i < M2

H . The results of themaximum likelyhood �t are shown in ea
h 
ase, indi
ating the progressionof the π+π− (green), K+K− (red) signals, and of the sum (blue), withde
reasing lower limit M2
L. χ2 values are indi
ated only for referen
e.
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Figure 5.14: Contents are the same as in �gure 5.13, the progression 
on-tinues from M2
L = 0.14 GeV 2/c4 (top) to M2

L = 0.10 GeV 2/c4 (bottom).
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π −M2
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L as indi
ated, and

M2
H = 0.50 GeV 2/c4 . Disappearen
e of K+K− signal is 
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146 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRAC
0

2

4

-0.4 -0.2 0 0.2 0.4

pairs
ML

2=0.14MeV2/c4

M2(GeV2/c4)

0

10

20

-0.4 -0.2 0 0.2 0.4

pairs

M2(GeV2/c4)

0
2
4

-0.4 -0.2 0 0.2 0.4

pairs
ML

2=0.13MeV2/c4

M2(GeV2/c4)

0

25

50

-0.4 -0.2 0 0.2 0.4

pairs

M2(GeV2/c4)

0

10

20

-0.4 -0.2 0 0.2 0.4

pairs
ML

2=0.10MeV2/c4

M2(GeV2/c4)

0

50

100

-0.4 -0.2 0 0.2 0.4

pairs

M2(GeV2/c4)Figure 5.18: Contents the same as �gure 5.17, with higher values of M2
L.



5.2. MEASUREMENT OF K+K− AT 2.9 GEV/C 147

1

10

10 2

10 3

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

M2(GeV2/c4)

Npairs

Figure 5.19: Squared invariant mass for parti
le pairs, measured from the av-erage of all dete
tors hits ass
o
iated with (positive and negative) upstreamtra
ks in IH and SFD. No attempt has been made to redu
e the π+π− ba
k-ground (red), whi
h is des
ribed by the parametrization (5.5). Fit results,indi
ated in table 5.1, are shown for the K+K− signal (blue) and for thesum (purple).



148 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRAC5.3 Analysis of K+K−/π+π− at high momen-tumIn a previous note [67℄ we have determined the K+K−/π+π− ratio at
p = 2.9 GeV/c, using the full Ni 2001 data sample with the standard physi
striggers used in pionium analysis. Be
ause of the low-Q (symmetri
) triggerstru
ture, the pre
ision time-di�eren
e between verti
al hodos
opes be
omesuseless for equal-mass pairs, and only the upstream time-of-�ight measure-ments 
ould be used su

esfuly in that analysis. As a 
onsequen
e, pairmomentum was bound to be extremely low, thus providing no informationon the momentum derivative.The pre
ise measurement of pionium lifetime [66℄ will require a small
orre
tion that takes into a

ount the missidenti�ed K+K− pairs in the
π+π− sample, and we need to know the yield and momentum dependen
eof this 
ontamination, in order to evaluate the 
orre
tion.If we want to sear
h for a K+K− signal at higher values of momentum,we need to go to asymmetri
 (unequal velo
ity) triggers. In this way, thepre
ision time-di�eren
e between the two arms will be
ome useful for massdis
rimination. Fortunately the Lambda triggers are very well suited for thepurpose [84℄,[85℄. The only problem is statisti
s, sin
e these triggers onlyo

upy a small fra
tion of the normal DAQ runs. In order to 
ope with this,we have 
onsistently integrated in our analysis all p-Ni data from 2001, 2002and 2003 data taking periods.As best dis
riminator to obtain the K+K− signal we de�ne the upstream

mass squared, aso
iated to a given upstream dete
tor i, for positive (neg-ative) parti
le as:
m2i

+(−) = p2
+(−)





(

∆ti+(−)c

Li
+(−)

)2

− 1



 (5.6)where c is light velo
ity, p+(−) is the positive (negative) parti
le momen-tum, ∆ti+(−) is the delay between upstream dete
tor i and VH for positive(negative) parti
le and Li
+(−) are the path lengths between dete
tor i andVH. The upstream dete
tors are designated by i = 1, ..., 4 for IH [83℄ and
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i = 5, 6 for SFD (X and Y).In addition we de�ne, only for the positive parti
le, the average upstreammass squared:

m2
+ =

Σm2i
+

N
(5.7)where the sum runs over the N upstream dete
tors involved. Only eventswhose negative tra
k has hits in all upstream dete
tors are a
tually retainedin the subsequent analysis.We sele
t events in the range 1.2 GeV/c < p− < 1.6 GeV/c and

2.8 GeV/c < p+ < 4.0 GeV/c. Note that the positive parti
le averagemomentum is signi�
antly higher than the negative one, due to the Lambdatrigger stru
ture (see [85℄ for more details).The 6 experimental distributions obtained with π+π− pairs for m2i
− aswell as that for m2

+ are very well des
ribed by the generi
 (asymmetri
)parametrization:
R(x) = Ae−(a1|x|2+a2|x|3+a3|x|4) (5.8)for x ≥ 0 and R(x) = Ae−(b1|x|2+b2|x|3+b3|x|4) for x ≤ 0, with x =

m2 − m2
0, where m2 is any of the upstream masses de�ned above and m2

0is an arbitrary parameter to lo
ate the peak value. This parameter is set tothe pion mass m2
0 = m2

π, but it 
an 
hanged to other values, be
ause m2resolution is weakly dependent on the mass s
ale. The ai and bi parametervalues were determined independently in ea
h 
ase, and the �tted 
urves areshown in Fig. 5.20 for m2
+ and Fig. 5.21 for m2i

−. They represent theexperimental resolution fun
tions for ea
h quantity. Note for example thatthe negative invariant mass resolution is better than the positive one, as it
an be 
learly appre
iated from a 
omparison between the previous �gures,as a 
onsequen
e of the di�eren
e in momentum spe
trum mentioned earlier.Protons are removed by the 
ut −0.2 < m2
+(GeV 2/c4) < 0.5, whereas

K− identi�
ation is provided by requiring 0.015 < m2i
−(GeV 2/c4) < 0.44for all upstream dete
tors i = 1, 6 4. These 
uts play the role of a very strong4ex
ept for IH − B where the upper limit was 0.7 GeV 2/c4 (see Fig. 5.21).



150 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRACpion veto, based upon the upstream time-of-�ight measurements only. Theire�e
t is illustrated in Figs. 5.20 and 5.21 by showing as shaded area theevent fra
tions retained in ea
h 
ase.Table 5.3: E�
ien
y implied by upstream positive mass 
uts.Parti
le E�
ien
y(%)
π+ 65
K+ 63

proton 10
Table 5.4: Implied e�
ien
y values for ea
h upstream dete
tor mass 
uts.Dete
tor E�
ien
y(%)IHXA 91IHXB 92IHYA 92IHYB 90SFDY 87SFDX 86Total 54After the ba
kground suppression provided by the above 
uts, we are nowin position to analize the �ne stru
ture of the spe
trum of the negative mass

M2
−, de�ned from the pre
ision time-di�eren
e in the Verti
al Hodos
opes,whi
h is given by:

M2
− = p2

−











L+

L−

√

√

√

√1 +
M2

K

p2
+

− c∆t

L−





2

− 1





 (5.9)



5.3. ANALYSIS OF K+K−/π+π− AT HIGH MOMENTUM 151following the same notation as previuosly used for expression (5.1), withthe remark that the K+ hipothesis in the opposite arm has now been 
ho-sen. The spe
trum with full statisti
s is shown in �gure 5.22, where fourenhan
ements 
an be observed, whi
h we attribute in prin
iple to π+π−,
K−p, K+K−, and π+K− produ
tion. Please note that only the K+K−signal is seen at the 
orre
t mass hypothesis (M2

− = M2
K), the others beingshifted a

ording to predi
table deviations due to the positive parti
le timeslewing. A more detailed analysis of this parti
ular spe
trum shows that these
ond peak is a
tually dominated by a ba
kground originated from a re�e
-tion of the negative upstream mass 
uts, as we will see below, and that thisis the reason for its broader stru
ture.The signal yield is analized by maximization of the following likelyhoodfun
tion:

L(x) =
3
∑

α=1

AαGα(x − x0α, σα) + AbGb(x − x0b, σb) + BP4(x) (5.10)where x = M2
− and Gα(x) represent normalized gaussian fun
tions withpeak value at x = x0α and width σα des
ribing the π+π−, K+K− and π+K−signals for α = 1, 2, 3, respe
tively. Similarly Gb(x) is a gaussian des
ribingthe ba
kground broad stru
ture in the neibourghood of the K−p signal. Anadditional smooth ba
kground is des
ribed by the normalized fourth orderpolynomial P4(x) = (1 +

∑4
i=1 cix

i)/I4 where I4 =
∫ x2

x1
(1 +

∑4
i=1 cix

i)dx isthe normalization integral. The signal event rates are then provided by the
oe�
ients Aα.The parameters x0α,σ2 and σ3 were determined independently, and re-mained �xed in the �t pro
edure. The rest (σ1,σb,Aα,Ab,B,ci) were left free.The lo
ation of the x0α peaks was determined by sele
ting signal events un-der the peak with the 
orre
t mass hypothesis and proje
ting them into theun
orre
t hypothesis, in order to evaluate the mass shift.Table 5.1 and Figure 5.22 show the �t results.The number of K+K− pairs found by the �t are Nobs
KK = 70+17

−16, and thetotal number of π+π− pairs found when removing the m2
−

i 
uts is Nobs
ππ =

22942. Both numbers need to be 
orre
ted for a

eptan
e. The positive



152 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRACTable 5.5: Parameter setting in maximum likekyhood �t to M2
− spe
trum.

Parameter Value
x0

ππ 0.07
x0

KK 0.24
x0

πK 0.29
x0

b 0.16
σKK 0.02
σπK 0.02

Parameter Value
σππ 0.025
σb 0.029

Aππ 1327.2
AKK 79.9
AπK 101.8
Ab 311.8

Parameter Value
B 1449.2
c0 0.5978
c1 0.3687
c2 -3.9717
c3 4.3075
c4 -1.3526mass 
ut e�
ien
y (see Fig. 5.20 top) is involved in the ππ 
ase:

Nππ = Nobs
ππ × 1

Eff(π+)
= 22942 × 1

0.6514
= 35219 (5.11)whereas for NKK both the positive (see Fig. 5.20 
enter) and negativemass 
uts are subje
t to independent e�
ien
y 
orre
tions. In the latter 
asea 6-fold produ
t of e�
ien
y fa
tors was taken into a

ount (see Fig. 5.21and Table 5.4). The �nal numbers are:

NKK = Nobs
KK × 1

Eff(K+)
× 1

Eff(K−)
= 70 × 1

0.6303
× 1

0.5409
= 205(5.12)so the measured 
ontamination fra
tion at 4.8 GeV/c is:
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rKK =

NKK

Nππ
=

205

35219
= 5.8 × 10−3 (5.13)5.3.1 Comparison with UrQMD Monte CarloThe rKK ratio we have obtained at the average momentum p = 4.8 GeV/c
an be 
ompared with our measurement at p = 2.9 GeV/c using normalphysi
s runs with 2001 data [67℄ and see whether the evolution of K+K−
ross-se
tion is well des
ribed by the UrQMD Monte Carlo.In fa
t, this is the main purpose of this note, be
ause if the experimentaldata follow this model, it means we 
an rely on it to perform an a

urate
orre
tion to pionium lifetime measurement.In order to make the 
omparison as a

urate as we 
an, we need totake into 
onsideration the Coulomb intera
tion. First of all, we noti
e thatUrQMD does not 
ontain this e�e
t, only relevant at very small values of Q.Con
erning the experimental data , it should be noted that be
ause ofthe di�erent trigger stru
ture and 
uts in the analysis at p = 2.9 GeV/c andthat at p = 4.8 GeV/c, the Coulomb intera
tion has a di�erent magnitudein ea
h 
ase, whi
h is true for both K+K− and π+π− pairs. Moreover, inthe standard analysis of pionium lifetime, the 
uts are again di�erent fromthe ones above.For a given kinemati
al 
on�guration Ω, we de�ne the average value ofthe Coulomb enhan
ement for a = ππ, KK pair produ
tion 
ross-se
tion as:

Ca =

∫

Ω AC(Q)( dσa

d3Q
)d3Q

∫

Ω( dσa

d3Q
)d3Q

= < AC(Q) >where AC(Q) is the 
orresponding Sakharov fa
tor. Con
erning the kine-mati
al domain Ω, we have de�ned three di�erent 
ases of interest, namely:A) 1.31 < p+−(GeV/c) < 1.50B) QT < 5MeV/c and QL < 22MeV/cC) QT < 5MeV/c and QL < 16MeV/c



154 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRACThe �rst (A) 
orresponds to the analysis at p = 2.9 GeV/c [67℄, whereas(B) and (C) 
orrespond to two typi
al versions of the standard pioniumlifetime analysis [66℄.The 
orre
tion fa
tors obtained for the previous 
uts are indi
ated intable 5.6, having in mind the following remarks:a) the 
uts indi
ated above are allways applied to Q-values evaluated inthe ππ hypothesis, whi
h is the one implied by ARIANE re
onstru
tion.b) in the 
ase of asymmetri
 triggers, the average Q-values are so large( < Q >= 130MeV/c and < Q >= 400MeV/c in the π+π− and K+K−mass hypothesis respe
tively) that the Coulomb 
orre
tion fa
tor is negligiblefor both ππ and KK.With the help of table 5.6, we have plotted the evolution of the ratio rKas fun
tion of the lab-frame momentum p of the pair, taking into a

ountCoulomb 
orre
tions. For the sake of referen
e, we have 
hosen the 
on�g-uration that 
orresponds to the standard pionium lifetime analysis (
uts Cabove), and used the 
orre
tion fa
tors RC/RA = 0.88 at 2.9 GeV/c and
RC = 1.29 at 4.8 GeV/c.Table 5.6: Coulomb 
orre
tion fa
tors for the kinemati
al 
uts A, B and Cde�ned in the text for K+K− and π+π− produ
tion. Last 
olumn shows theratios R = CKK/Cππ.

cuts CKK Cππ R

A 2.38 1.63 1.46
B 1.79 1.45 1.24
C 2.00 1.56 1.29The predi
tion of UrQMD Monte Carlo was evaluated by running 2049million p-Ni events from the generator and sele
ting K+K− and π+π− pairswith the 
uts: 4.5o < θ < 7.0o, 1.3 GeV/c < p+− < 5.0 GeV/c and

Q < 30MeV/c in the ππ hypothesis, where θ is the angle between the ve
torsum of the parti
le momenta and the in
oming proton dire
tion and p+− is
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le. The un
orre
ted 
urve wasmultiplied by an a

eptan
e e�
ien
y fun
tion determined separately afterGEANT-DIRAC pro
essing of K+K− pairs, in order to take into a

ountthe K± lifetime e�e
t in spe
trometer a

eptan
e.The UrQMD Monte Carlo predi
tion 
an be appre
iated in Figure 5.23 asa dotted line. At 2.9 GeV/c the rKK ratio 
omes out 0.56 (after Coulomb
orre
tion), whi
h is larger than the experimental value by a fa
tor 2.7.We have however normalized the Monte Carlo to the experimental value at
2.9 GeV/c. We then see that very good agreement is found with respe
t tothe data measured at 4.8 GeV/c.Similarly to the 
ase studied for K±π∓ in the previous se
tion, it seemsthat UrQMD des
ribes 
orre
tly the 
ross-se
tion dependen
e on the lab-frame momentum, although the magnitude of the strangeness ratio rK isnot reprodu
ed 
orre
tly.In 
on
lusion, we �nd that the 
ontamination fra
tions relevant for pio-nium analysis are:

NKK

Nππ

= 5.8 × 10−3 × 1.23 = 7.2 × 10−3 (5.14)at 4.8 GeV/c based upon the UrQMD Monte Carlo extrapolation, inagreement with the experimental data, and
NKK

Nππ

= 2.38 × 10−3 × 0.845 = 2.0 × 10−3 (5.15)at 2.9 GeV/c, a

ording to the Coulomb-
orre
ted experimental mea-surement.
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Figure 5.20: Resolution fun
tion for the positive upstream squared mass m2
+,obtained from a parametrization �tted to the experimental π+π− data. Thepeak value has been displa
ed to three di�erent mass hypothesis, in order toappre
iate the e�e
t of the 
uts des
ribed in the text.
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entered at M2

K ,in order to illustrate the e�e
t of the 
uts given in the text for K− sele
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Figure 5.22: Spe
trum of squared negative mass M2
− measured with Verti
alHodos
opes under K+ mass hypothesis, for the 
omplete 2001,2002 and2003 p − Ni data sample with Lambda triggers. The maximum likekyhood�t is explained in the text. The signi�
an
e of the K+K− signal at averagepair momentum p = 4.8GeV/c is indi
ated.
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2.9 GeV/c and 4.8 GeV/c. The UrQMD Monte Carlo predi
tion is shownas the dotted line, multiplied by a fa
tor 0.37.



160 CHAPTER 5. STUDY OF KAON CONTAMINATION IN DIRAC5.3.2 The K−p signalThe presen
e of a K−p signal in the M2
− spe
trum of Fig. 5.22 
an onlybe unambiguously established when the analysis is made with the 
orre
tproton hypothesis for the positive tra
k, rather than the K+ hypothesis.When this is done, for the parti
ular 
uts applied in Fig. 5.22, no signi�
antsignal appears at M2

− = M2
K . But indeed these 
uts are not appropriateto sear
h for K−p, sin
e a proton veto has been applied by means of therequirement −0.2 < m2

+ < 0.5 GeV 2/c4. When this 
ut in turned into
m2

+ > 0.7 GeV 2/c4, in order to enhan
e the proton yield, a 
lear K−p signalshows up, as it 
an be seen in Fig. 5.24. Having demostrated the signal 5, we did not pro
eed further to a pre
ise determination of the a

eptan
e,sin
e our main interest in this note is the K+K−.It is worth to note that, as a 
onsequen
e of the 
ombined e�e
t ofnegative and positive upstream mass 
uts, a bias is produ
ed in the M2
− dis-tribution whi
h 
auses an enhan
ement in the region M2

− ≈ 0.125 GeV 2/c4,well appre
iated in Fig. 5.24. We have veri�ed that su
h 
hara
teristi
 en-han
ement is a
tually the origin of the broad stru
ture seen in Fig. 5.22at M2
− ≈ 0.160 GeV 2/c4, after taking into a

ount the di�eren
e in masshypothesis and upstream mass 
uts. This ba
kground a
tually overwhelmsthe genuin K−p signal in Fig. 5.22 whi
h would otherwise be lo
ated at thesame M2

− value.For the sake of 
ompleteness, we also show in Fig. 5.25 the M2
− spe
trumwith the π+ hypothesis, showing the π+K− and π+π− signals with improvedresolution. The 
ut m2

+ < 0.0 GeV 2/c4 was used in this 
ase, in order tosuppress both the K+ and proton yields (a

ording to Fig. 5.20).
5the 
omplete statisti
s of 2001, 2002 and 2003 p-Ni data from Lambda triggers wasused
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5.4. SUMMARY AND CONCLUSIONS 1635.4 Summary and 
on
lusionsA detailed analysis has been done of the pair momentum dependen
e of theratios K±π∓/π+π− and K+K−/π+π− in DIRAC. As far as the momen-tum derivative is 
on
erned, very good agreement is found with the UrQMDMonte Carlo in both 
ases. The integrated yields are however at varian
ewith UrQMD, and the 
orresponding fa
tors have been given. These re-sults provide a good ground for using this Monte Carlo to exprapolate themeasured K+K− 
ontamination at p = 2.9 GeV/c to higher values of mo-mentum, in order to perform an a

urate 
orre
tion for the measurement ofpionium lifetime.
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Chapter 6Pionium Lifetime using 2002and 2003 Data
6.1 Global �t analysisFor 
ompleteness, we provide in table 6.1 the K-fa
tors for the p-integrated
ase (global �t) and in table 6.2 the p-dependent ones, for the standard 
uts
QT < 5MeV/c and QL < 2MeV/c. Both are entirely 
onsistent with those
al
ulated for 2001 data.The global �t 
onsists in minimizing the χ2 de�ned in (1.20) in 2Dwith respe
t to α3 (non-Coulomb fra
tion) and γ parameters, using themomentum-integrated sample. The α2 and ǫ parameters remain �xed in this�t, and α2 is determined by the dire
t measurement of the a

idental pairsfra
tion from the analysis

165



166 CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATATable 6.1: Numeri
al values of Kth and Kexp as de�ned in referen
e [66℄,obtained for our improved Monte Carlo simulation. Ea
h raw 
orresponds toa given re
tangular 
ut in (QT , QL) plane , with Qc
T = 5MeV/c and Qc

L =

2MeV/c being the referen
e 
ut values. No pra
ti
al 
hange is observedwith respe
t to earlier values.
Qcut

L (MeV/c) Ktheo Kexp0.5 0.4372 0.2937 ± 0.00091.0 0.2389 0.2135 ± 0.00051.5 0.1669 0.1581 ± 0.00032.0 0.1300 0.1246 ± 0.0002
Qcut

T (MeV/c) Ktheo Kexp0.5 3.2457 0.9319 ± 0.00891.0 1.2382 0.6963 ± 0.00371.5 0.6995 0.5224 ± 0.00202.0 0.4674 0.3965 ± 0.00122.5 0.3426 0.3089 ± 0.00083.0 0.2660 0.2465 ± 0.00063.5 0.2147 0.2017 ± 0.00044.0 0.1781 0.1687 ± 0.00044.5 0.1509 0.1438 ± 0.00035.0 0.1300 0.1246 ± 0.0002of the pre
ision time-of-�ight spe
trum. ǫ is �xed to the K+K− fra
tionexperimentally determined and used in [86℄. β 
an either be left as a freeparameter, or be �xed to the total number of prompt pairs in the �r region(Np), or to the ratio β = N c
p/fc where N c

p is the number of prompt eventswith QL > 2MeV/c (
ontrol region) and fc is the ratio between the numberof Monte Carlo pairs in the 
ontrol region and the total number of MonteCarlo events. These 
hoi
es are small variations with respe
to to Np andprodu
e slight 
hanges in the �t results, as indi
ated in table 6.5.We have 
hosen to perform the �t in 0.25 × 0.25 (MeV/c)2 bins in the



6.1. GLOBAL FIT ANALYSIS 167(QT , QL) plane, for the global �t. Variations with respe
t to this 
hoi
e willbe reported in table 6.5.On
e the �t has 
onverged, we de�ne the atom signal in ea
h (i, j) bin asthe di�eren
e between the prompt spe
trum (with a

identals subtra
ted asexplained before) and the Monte Carlo with the pionium 
omponent (AA)removed. This 2D signal, whi
h reveals the ex
ess with respe
t to the 
al-
ulated Coulomb intera
tion enhan
ement ba
kground, is what we 
all thepionium spe
trum. The atom breakup probability Pbr is then determined [66℄by means of the K-fa
tors.Just as we did with the 2001 data [86℄, we present the �t results in severalsteps. The 
orre
tion sequen
e is de�ned in a 
umulative way, namely:a) use improved statisti
s Monte Carlo.b) in
lude K+K− 
orre
tion.
) perform the target impurity 
orre
tion.d) remove the ω − η′ �nite-size 
orre
tion,a

ording to referen
e [35℄.In table 6.3 we present the χ2 values (separately in 
ontrol and extrapo-lation regions), the number of atoms NA, the number of Coulomb pairs inthe 
omplete �t range NCC , the β parameter and the Pbr for ea
h option.Please note that whereas the introdu
tion of the K+K− 
ontaminationde
reases the total χ2 by 5.1 units, the removal of the ω − η′ �nite-size
orre
tion de
reases it by 12.7 units. The 
ombined e�e
t of both a
tionsde
reased the total χ2 by 17.8 units. We remark that, in agreement withour earlier �ndings, the ω − η′ �nite-size 
orre
tion is not wanted by thedata. The statisti
al signi�
an
e will be further enhan
ed when we reportthe momentum-dependent �t in subse
tion 6.2.In addition, we illustrate here again an e�e
t that was already pointedout with 2001 data [86℄, namely that the K+K− 
orre
tion introdu
es asigni�
antly better stability of the measured PBr values with respe
t to the
QT 
ut, and also a better agreement between the QT and QL series of 
utsto de�ne the atom signal, at the limit of very low QT and QL values, as it
an be 
learly appre
iated in the �gure 6.9.



168 CHAPTER 6. PIONIUM LIFETIME USING 2002 AND 2003 DATAAs far as the K+K− 
orre
tion is 
on
erned, we have made the exer
iseof letting the ǫ parameter free in the �t. When this is done, we obtain
ǫ = 0.0138 ± 0.0053 whi
h is entirely 
ompatible with the value ǫ = 0.0072used in the �t, determined from our measurement [67℄.The pionium 2D signal is shown in the form of lego plots in �gures 6.7and 6.8.Our standard �t domain is the region QL < 20MeV/c and QT <

5MeV/c, and the dependen
e of the PBr with respe
t to the QL upper limit(Qup
L ) is analysed in table 6.6. We see how the PBr �u
tuates in a randomway, with no appre
iable systemati
s, and that the value at Qup

L = 20MeV/cis 
lose to the average.
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Table 6.2: K-fa
tors determined in 10 intervals of laboratory-frame momen-tum, re-evaluated for the new Monte Carlo simulation.
p interval (GeV/c) K − factor2.6-3.2 0.1105 ± 0.00053.2-3.8 0.1173 ± 0.00043.8-4.4 0.1237 ± 0.00054.4-5.0 0.1294 ± 0.00065.-5.6 0.1334 ± 0.00075.6-6.2 0.1373 ± 0.00086.2-6.8 0.1396 ± 0.00116.8-7.4 0.1457 ± 0.00157.4-8.0 0.1459 ± 0.00228.-8.6 0.1453 ± 0.0032
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Table 6.3: Fit results for the 
orre
tion options a), b), c), d)) indi
ated inthe text. χ2's in the full domain, and its restri
tion to the 
ontrol andextrapolation regions separately, are given. Also the total number of atoms
NA and 
oulomb pairs NCC , the β parameter and the break-up probabilitiesare indi
ated. a) a+b)

χ2
tot/ndf 1675.4/1600 1670.3/1600

χ2
ext/ndf 171.5/160 168.0/160

χ2
cont/ndf 1503.9/1440 1502.3/1440
NA 10826 ± 307 10406 ± 295
NCC 1290416 ± 7305 1270596 ± 7177
β 1601905 1601931

PBr 0.421 ± 0.013 0.411 ± 0.013a)+b)+
) a)+b)+
)+d)
χ2

tot/ndf 1670.3/1600 1657.6/1600.0
χ2

ext/ndf 168.0/160 167.1/160
χ2

cont/ndf 1502.3/1440 1490.5/1440
NA 10406 ± 295 10557 ± 298
NCC 1270596 ± 7177 1255217 ± 7111
β 1601930 1601954

PBr 0.417 ± 0.013 0.427 ± 0.013
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Table 6.4: Comparison of global �t results for three di�erent 
hoi
es of the
β parameter de�nition.

β PBr χ2/ndf
β all range 1603179 0.419 ± 0.013 1658.3/1600

β (QL > 2MeV/c) 1602820 0.424 ± 0.013 1658.0/1600
β free 1601954 0.427 ± 0.013 1657.6/1600

Table 6.5: Comparison of global �t results using two di�erent (QT , QL)binsizes.
β PBr χ2/ndf

0.25 × 0.25 1601954 0.427 ± 0.013 1657.6/1600
0.5 × 0.5 1602913 0.426 ± 0.013 358.7/400
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Table 6.6: Values of break-up probability PBr obtained from di�erent 
hoi
esof the upper limit (Qcut
L ) used to de�ne the 
ontrol region in QL proje
tion.
Qcut

L (MeV/c) PBr22 0.424 ± 0.01321 0.428 ± 0.01320 0.427 ± 0.01319 0.424 ± 0.01318 0.418 ± 0.01317 0.420 ± 0.01316 0.420 ± 0.01415 0.422 ± 0.01414 0.425 ± 0.01413 0.419 ± 0.014



6.1. GLOBAL FIT ANALYSIS 173

-500

0

500

1000

1500

2000

2500

3000

3500

4000

0 2 4 6 8 10 12 14 16 18 20
QL(MeV/c)

0

5000

10000

15000

20000

25000

30000

0 2 4 6 8 10 12 14 16 18 20
QL(MeV/c)

Figure 6.1: Two-dimensional global �t proje
tion onto QL. The standard
QT < 4 MeV/c 
ut has been applied. The di�eren
e between prompt data(dots) and Monte Carlo (blue line), whi
h 
orresponds to pionium signal, isplotted at the bottom, where the signal is 
ompared with the pionium atomMonte Carlo (red line).
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Figure 6.2: Two-dimensional global �t proje
tion onto QL. A more restri
tive
QT < 2 MeV/c 
ut has been applied to enhan
e the signal. The di�eren
ebetween prompt data (dots) and Monte Carlo (blue line), whi
h 
orrespondsto pionium signal, is plotted at the bottom, where the signal is 
omparedwith the pionium atom Monte Carlo (red line).
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Figure 6.3: Two-dimensional global �t proje
tion onto QL. A more restri
tive
QT < 1 MeV/c 
ut has been applied to enhan
e the signal. The di�eren
ebetween prompt data (dots) and Monte Carlo (blue line), whi
h 
orrespondsto pionium signal, is plotted at the bottom, where the signal is 
omparedwith the pionium atom Monte Carlo (red line).
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Figure 6.7: Lego plot showing the pionium break-up spe
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(QT , QL = |QZ|) plane, after subtra
tion of the Coulomb ba
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kground. The transverse
omponent Qxy = QT cosφ is de�ned as the produ
t of the measured QTvalue times the 
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h of our earlier work [66℄, in this se
tion we split thepair momentum spe
trum in ten 600 MeV/
 bins and perform independent�ts at ea
h momentum interval. The 
orre
tions applied are the same as forthe global �t. The only 
hange with respe
t to the latter is the 
hoi
e of
0.5×0.5(MeV/c)2 binsize, whi
h is now obliged due to the strong statisti
sredu
tion at individual 2D bins. We use the same de�nition of β as in se
tion6.2.1.6.2.1 Fit resultsAs we did with 2001 data, we now present the �nal results after the introdu
-tion of all 
orre
tions, in order to avoid proliferation of �gures. However, wekeep re
ord of the individual 
hanges at ea
h step, by giving the p-dependentand global �t results in the form of tables, distributed as follows:a) Table 6.8: The new Monte Carlo is used.b) Table 6.9: K+K− 
ontamination is introdu
ed, after the parametriza-tion given in [86℄.
) Table 6.10: New Monte Carlo, K+K− 
ontamination and target im-purity 
orre
tion.d) Table 6.11: In addition to the above, the ω − η′ �nite-size 
orre
tionis dropped.Figures from 6.10 to 6.19 show the result of the 10 independent �ts inthe form of atom spe
tra (QL and QT ) and break-up probabilities as fun
tionof QL and QT 
uts.The Pionium line-shape shows good agreement between the prompt datasignal and the Monte Carlo.In table 6.7 a new global χ2 has been de�ned as the sum of the individualones at ea
h momentum bin, and a 
ombined PBr value and error have been



6.2. MOMENTUM-DEPENDENT ANALYSIS 183Table 6.7: Combined momentum dependent �t, for progressive �t 
onditionsas de�ned in the text.A A+B A+B+C A+B+C+D
χ2 3207.5/3157 3200.1/3157 3200.1/3157 3175.2/3157
PBr 0.418±0.014 0.414±0.014 0.420±0.014 0.427±0.014
NA 10741±320 10465±313 10465±313 10553±315
NC 869436±5515 857043±5427 857043±5427 847754±5383
al
ulated after proper a

ount of the independent statisti
al errors. Thenumber of atoms (NA) and Coulomb pairs (NC) are also indi
ated.From table 6.7 we draw the same 
on
lusions as from the global analysis.The introdu

ion of K+K− simulation improves the χ2 by 10.7 units, andwhen the ω − η′ �nite-size 
orre
tion is removed, the χ2 improves by 32.5additional units. We 
onsider this a 
lear indi
ation that the latter shouldbe done. Adding this two 
hanges, the χ2 is redu
ed by 46.2 units.
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Table 6.8: Results of the momentum-dependent �t, using 
orre
tion a) only(see text). Break-up probability values PBr, number of atom pairs NA, α1and χ2 over the entire �t region are indi
ated in this table, for every 600
MeV/c momentum interval pi as de�ned in table 6.2.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.375±0.035 1289±107 0.788±0.013 301.4/288 27.3/32
p2 0.467±0.031 2533±149 0.791±0.010 289.9/288 33.1/32
p3 0.377±0.028 1887±127 0.822±0.011 274.2/288 26.0/32
p4 0.407±0.032 1596±112 0.812±0.013 282.8/288 21.5/32
p5 0.425±0.044 1291±120 0.842±0.015 267.7/288 25.9/32
p6 0.462±0.049 945±87 0.807±0.019 341.8/288 29.6/32
p7 0.486±0.073 598±78 0.811±0.025 316.0/288 44.5/32
p8 0.525±0.161 354±98 0.804±0.036 312.6/288 45.3/32
p9 0.495±0.143 160±41 0.764±0.046 284.9/282 23.4/32
p10 0.787±0.247 89±21 0.612±0.070 234.9/251 24.7/32
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Table 6.9: Results of the momentum-dependent �t, using 
orre
tions a+b(see text). Break-up probability values PBr, number of atom pairs NA, α1and χ2 over the entire �t region are indi
ated in this table, for every 600
MeV/c momentum interval pi as de�ned in table 6.2.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.373±0.035 1275±106 0.786±0.013 301.9/288 27.2/32
p2 0.465±0.031 2504±148 0.788±0.010 289.4/288 33.4/32
p3 0.373±0.028 1847±125 0.817±0.011 274.3/288 26.5/32
p4 0.401±0.032 1548±110 0.806±0.013 282.7/288 21.9/32
p5 0.416±0.044 1239±117 0.835±0.015 266.0/288 25.1/32
p6 0.452±0.049 902±84 0.797±0.019 341.2/288 28.7/32
p7 0.482±0.073 575±76 0.798±0.024 315.6/288 43.1/32
p8 0.519±0.160 337±94 0.790±0.035 312.2/288 43.8/32
p9 0.481±0.140 150±38 0.750±0.046 285.1/282 22.4/32
p10 0.816±0.257 87±21 0.595±0.068 235.3/251 24.5/32
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Table 6.10: Fit results of the momentum-dependent �t, using 
orre
tionsa+b+
 (see text). Break-up probability values PBr, number of atom pairs
NA, α1 and χ2 over the entire �t region are indi
ated in this table, for every600 MeV/c momentum interval pi as de�ned in table 6.2.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.378±0.035 1275±106 0.786±0.013 301.9/288 27.2/32
p2 0.472±0.031 2504±148 0.788±0.010 289.4/288 33.4/32
p3 0.378±0.029 1847±125 0.817±0.011 274.3/288 26.5/32
p4 0.406±0.032 1548±110 0.806±0.013 282.7/288 21.9/32
p5 0.422±0.044 1239±117 0.835±0.015 266.0/288 25.1/32
p6 0.458±0.049 902±84 0.797±0.019 341.2/288 28.7/32
p7 0.489±0.074 575±76 0.798±0.024 315.6/288 43.1/32
p8 0.526±0.162 337±94 0.790±0.035 312.2/288 43.8/32
p9 0.488±0.142 150±38 0.750±0.046 285.1/282 22.4/32
p10 0.827±0.261 87±21 0.595±0.068 235.3/251 24.5/32
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Table 6.11: Final �t results of the momentum-dependent �t, using all 
or-re
tions a+b+
+d (see text). Break-up probability values PBr, number ofatom pairs NA, α1 and χ2 over the entire �t region are indi
ated in thistable, for every 600 MeV/c momentum interval pi as de�ned in table 6.2.
PBr NA α1 χ2 /ndf χ2

e / ndf
p1 0.386±0.036 1291±107 0.777±0.013 299.7/288 27.1/32
p2 0.481±0.032 2534±149 0.779±0.010 286.5/288 33.2/32
p3 0.386±0.029 1873±126 0.807±0.011 272.2/288 26.0/32
p4 0.413±0.033 1564±110 0.797±0.013 280.7/288 21.8/32
p5 0.429±0.045 1250±117 0.826±0.015 264.0/288 25.0/32
p6 0.463±0.050 906±85 0.789±0.018 338.1/288 28.6/32
p7 0.492±0.074 576±76 0.790±0.024 313.6/288 42.7/32
p8 0.520±0.162 332±94 0.784±0.035 309.4/288 43.1/32
p9 0.469±0.139 144±37 0.748±0.045 282.9/282 22.3/32
p10 0.778±0.248 83±20 0.599±0.068 233.9/251 24.5/32
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Figure 6.10: Fit results for the π+π− momentum bin 2.6 < p < 3.2 GeV/cin lab-frame. QT (top left) and QL (botom) proje
tions of the atom signalfound in the extrapolation region (QL < 2MeV/c) after subtra
tion of theMonte Carlo predi
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ates the PBr determined from atom 
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π+π− di�erential 
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tra are un
orre
ted for spe
trometera

eptan
e.Pionium break-up probabilities 
an now be determined by using the momentum-dependent K-fa
tors 
al
ulated in table 6.2, and they are shown in �gure6.20. Errors were propagated from those provided by the �t for NA and
NC . PBr values are 
ompatible with a smooth in
rease with in
reasing atommomentum, as predi
ted by Monte Carlo tra
king inside the target foil [59℄[70℄. We generate a 
ontinuous set of PBr(p) 
urves with varying valuesof the 1s pionium lifetime (τ1s). χ2 minimization with respe
t to this setprovides a measurement of τ1s with an error.The �tted values of α1 parameter (fra
tion of Coulomb pairs) are alsoshown in �gure 6.21 as fun
tion of p. They show a smooth behaviour.In �gure 6.23 we plot the number of non-Coulomb pairs determined bythe �t as fun
tion of p, after subtra
tion of a

identals (see [66℄), and we
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e in a
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ompare the spe
trum with that previously determined for Coulomb pairs(see �gure 6.22). The non-Coulomb spe
trum is signi�
antly softer thanthe Coulomb spe
trum, probably due to parent multibody de
ays of thea
ompanying long-lifetime parti
le.6.3 Break-up probability measurementPionium break-up probability PBr in the Ni foil has been determined in twodi�erent ways. One is making a global (momentum-integrated) �t, whi
h
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ir
les), determined from
α3 parameter, as fun
tion of π+π− momentum. It is 
ompared with thenumber of Coulomb pairs in �gure 6.22 (dotted line), normalized to thesame area.provides a single measurement for the average PBr, and another is making10 independent experiments to measure this quantity in 600MeV/c wideintervals of pionium momentum. The results are in very good agreementwith ea
h other when the average PBr values are 
ompared, and have equalstatisti
al errors. Both of them provide a high �t quality with respe
t to theMonte Carlo hypothesis, in terms of χ2 probability.Taking into a

ount the systemati
 error estimated in se
tion 7.4, wehave the break-up probability measurement:

PBr = 0.427 ± 0.013 (stat) ± 0.006 (syst)
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es in quadrature:
PBr = 0.427 ± 0.015Using the relationship between PBr and lifetime obtained from the pio-nium propagation 
ode [59℄ [70℄, we determine the pionium 1s lifetime from2002+2003 data alone:
τ1s = 2.51 +0.24

−0.22 fs



Chapter 7Pionium Lifetime and |a0 − a2|7.1 Summary of 
orre
tionsAt this point it is ne
esary to remember small 
orre
tions applied, that theywere pointed in the 
hapter 1.These 
orre
tions are: QL trigger a

eptan
e 
orre
tion, based upon theobserved behavior of the full sample of a

idental pairs [86, 87℄. A K+K−
orre
tion, applied using Monte Carlo and real data (
hapter 5), asexplainedin 
hapter 1. Also a target impurity 
orre
tion is done a

ording to referen
e[71℄ and, �nally, it is very importat to point that ω− η′ �nite-size 
orre
tionappears to be unne
essary [86℄, as it will be seen in tables 7.1, 7.8 and 7.9.7.2 Combined global �t analysisThe global �t 
onsists in minimizing the χ2 de�ned in (1.20) in 2D with re-spe
t to α3 (non-Coulomb fra
tion) and γ parameters, using the momentum-integrated sample. The α2 and ǫ parameters remain �xed in this �t, and α2 isdetermined by the dire
t measurement of the a

idental pairs fra
tion fromthe analysis of the pre
ision time-of-�ight spe
trum, as it 
an be seen intable 1.2. ǫ is �xed to the experimentally determined K+K− fra
tion pre-viously used in 
hapter 5 and referen
e [86℄. β 
an either be left as a freeparameter, or be �xed to the total number of prompt pairs in the �t region203
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p/fc where N c

p is the number of prompt eventswith QL > 2MeV/c (
ontrol region) and fc is the ratio between the numberof Monte Carlo pairs in the 
ontrol region and the total number of MonteCarlo events. These options mean small variations with respe
t to Np andprodu
e slight 
hanges in the �t results, as indi
ated in table 7.3.We have 
hosen to perform the �t in 0.25 × 0.25 (MeV/c)2 bins in the(QT , QL) plane, for the global �t. Variations with respe
t to this 
hoi
e arereported in table 7.3.On
e the �t has 
onverged, we de�ne the atom signal in ea
h (i, j) bin asthe di�eren
e between the prompt spe
trum (with a

identals subtra
ted)and the Monte Carlo with the pionium 
omponent (AA) removed. This2D signal, whi
h reveals the ex
ess with respe
t to the 
al
ulated Coulombintera
tion enhan
ement ba
kground, is what we 
all the pionium spe
trum.The atom breakup probability Pbr is then determined [66℄ by means of theK-fa
tors.This analysis has already been 
arried out separately for 2001 Ni data[86℄ and 2002+2003 Ni data [87℄, and what we are going to present in thefollowing are the 
ombined results for the full DIRAC Ni data sample. Aswe did for the partial samples, we will illustrate the various 
orre
tions by�ashing the results at ea
h 
orre
tion step.The 
orre
tion sequen
e is de�ned in a 
umulative way, namely:a) use improved statisti
s Monte Carlo.b) in
lude K+K− 
orre
tion.
) perform the target impurity 
orre
tion.d) remove the ω − η′ �nite-size 
orre
tion, a

ording to referen
e [35℄.Given the fa
t that the Monte Carlo simulations are slightly di�erent forea
h period, we will present the 
ombined χ2-�t results as those of a single�t with χ2 values and number of degrees of freedom added independently.In table 7.1 we present the χ2 values (separately in 
ontrol and extrapo-lation regions), the number of atoms NA, the number of Coulomb pairs inthe 
omplete �t range NCC , the β parameter and the Pbr for ea
h option.
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orre
tion options a), b), c), d) indi
ated inthe text. χ2's in the full domain, and its restri
tion to the 
ontrol andextrapolation regions separately, are given. Also the total number of atoms
NA and 
oulomb pairs NCC , the β parameter and the break-up probabilitiesare indi
ated. a) a+b)

χ2
tot/ndf 3222.6/3200 3215.2/3200

χ2
ext/ndf 326.1/320 322.3/320

χ2
cont/ndf 2896.5/2880 2892.9/2880
NA 17250 ± 374 16562 ± 360
NCC 2028303 ± 8702 1996876 ± 8552
β 2484578 2484842

PBr 0.422 ± 0.010 0.411 ± 0.010
χ2

tot/ndf 3215.2/3200 3198.0/3200
χ2

ext/ndf 322.3/320 321.3/320
χ2

cont/ndf 2892.9/2880 2876.7/2880
NA 16562 ± 360 16814 ± 363
NCC 1996876 ± 8552 1972693 ± 8468
β 2484842 2484812

PBr 0.417 ± 0.010 0.427 ± 0.010We re
over, now enhan
ed, the e�e
ts that we already dis
ussed sep-arately. Whereas the introdu
tion of the K+K− 
ontamination [67℄.[68℄de
reases the total χ2 by 7.4 units, the removal of the ω − η′ �nite-size
orre
tion de
reases it by 17.2 units. The 
ombined e�e
t of both a
tionsde
reased the total χ2 by 24.6 units. We remark that, in agreement withour earlier �ndings, the ω − η′ �nite-size 
orre
tion is not wanted by thedata. The statisti
al signi�
an
e will be further enhan
ed when we reportthe momentum-dependent �t in subse
tion 7.3.
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orre
tion introdu
es a better stability of the measured PBrvalues with respe
t to the QT 
ut, and also a better agreement between the
QT and QL series of 
uts to de�ne the atom signal, at very low QT and QLvalues, as it 
an be 
learly appre
iated in �gure 7.10.The pionium 2D signal is shown in the form of lego plots in �gures 7.8and 7.9.Table 7.2: Comparison of global �t results for three di�erent 
hoi
es of the
β parameter de�nition.

β PBr χ2/ndf
β all range 2486202 0.419 ± 0.010 3199.0/3200

β (QL > 2MeV/c) 2485678 0.426 ± 0.010 3198.4/3200
β free 2483534 0.430 ± 0.010 3196.1/3200

Table 7.3: Comparison of global �t results using two di�erent (QT , QL)binsizes.
β PBr χ2/ndf NA

0.25 × 0.25 2483534 0.430 ± 0.010 3196.1/3200 16915 ± 366
0.5 × 0.5 2485567 0.427 ± 0.010 751.9/800 16803 ± 366

7.2.1 Dependen
e on the QL upper limitOur standard �t domain is the region QL < 20MeV/c and QT < 5MeV/c,and the dependen
e of the PBr with respe
t to the QL upper limit (Qup
L ) is



7.2. COMBINED GLOBAL FIT ANALYSIS 207Table 7.4: Values of break-up probability PBr obtained from di�erent 
hoi
esof the upper limit (Qcut
L ) used to de�ne the 
ontrol region in QL proje
tion.
Qcut

L (MeV/c) PBr22 0.426 ± 0.01021 0.430 ± 0.01020 0.430 ± 0.01019 0.429 ± 0.01018 0.426 ± 0.01017 0.426 ± 0.01016 0.428 ± 0.01115 0.429 ± 0.01114 0.429 ± 0.01113 0.424 ± 0.011analysed in table 7.4 and �gure 7.1. No appre
iable systemati
s is observedand the value at Qup
L = 20MeV/c is 
lose to the average.
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218 CHAPTER 7. PIONIUM LIFETIME AND |A0 − A2|7.3 Momentum-dependent analysisFollowing the approa
h of our earlier work [66℄, in this se
tion we split thepair momentum spe
trum in ten 600 MeV/
 bins and perform independent�ts at ea
h momentum interval. The 
orre
tions applied are the same as forthe global �t. The only 
hange with respe
t to the latter is the 
hoi
e of
0.5×0.5(MeV/c)2 binsize, whi
h is now obliged due to the strong statisti
sredu
tion at individual 2D bins.We shall keep tra
k of the results at ea
h 
orre
tion step as follows:a) Table 7.6: The standard Monte Carlo is used.b) Table 7.7: K+K− 
ontamination is introdu
ed, after the parametriza-tion given in [86℄.
) Table 7.8: Standard Monte Carlo, K+K− 
ontamination and targetimpurity 
orre
tion.d) Table 7.9: In addition to the above, the ω − η′ �nite-size 
orre
tion isdropped. This is the �nal result.Figures from 7.11 to 7.20 show the result of the 10 independent �ts inthe form of atom spe
tra (QL and QT ) and break-up probabilities as fun
tionof QL and QT 
uts.The signal line-shape shows good agreement with the pionium MonteCarlo simulation [59℄,[70℄.In table 7.5 a new global χ2 has been de�ned as the sum of the individualones at ea
h momentum bin, and a 
ombined PBr value and error have been
al
ulated after proper a

ount of the independent statisti
al errors. The sumhas been further extended to in
lude the independent 2001 and 2002+2003data samples. The number of atoms (NA) and Coulomb pairs (NC) are alsoindi
ated.From table 7.5 we draw the same 
on
lusions as from the global analysis.The introdu

ion of K+K− simulation improves the χ2 by 12.6 units, andwhen the ω − η′ �nite-size 
orre
tion is removed, the χ2 improves by 36.0additional units. We 
onsider this a 
lear indi
ation that the latter shouldbe done. Adding this two 
hanges, the χ2 is redu
ed by 48.6 units.



7.3. MOMENTUM-DEPENDENT ANALYSIS 219Table 7.5: Combined momentum dependent �t, for progressive �t 
onditionsas de�ned in the text.A A+B A+B+C A+B+C+D
χ2 6926.0/7047 6913.4/7047 6913.4/7047 6877.4/7047
PBr 0.424±0.011 0.417±0.010 0.423±0.010 0.432±0.010
NA 17401±394 16835±384 16835±384 17005±386
NC 1601446±7252 1578030±7154 1578030±7154 1560276±7092

Table 7.6: Results of the momentum-dependent �t, using 
orre
tion a) only(see text). Break-up probability values PBr, number of atom pairs NA, α1and χ2 over the entire �t region are indi
ated in this table, for every 600
MeV/c momentum interval pi.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.392±0.027 2094 ±130 0.789±0.013 614.2/648 71.8/72
p2 0.433±0.023 3798±177 0.804±0.007 638.9/648 81.1/72
p3 0.400±0.022 3158±160 0.816±0.008 634.3/648 55.2/72
p4 0.436±0.026 2779±147 0.831±0.009 601.8/648 72.2/72
p5 0.424±0.031 2080±141 0.848±0.011 613.2/648 52.1/72
p6 0.445±0.037 1491±108 0.816±0.013 692.5/648 64.9/72
p7 0.462±0.055 944±996 0.824±0.018 670.9/648 77.0/72
p8 0.621±0.108 623±110 0.777±0.025 631.9/642 112.6/72
p9 0.571±0.105 303±53 0.838±0.018 617.9/615 71.5/72
p10 0.764±0.228 154±64 0.742±0.046 480.7/534 71.2/72
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Table 7.7: Results of the momentum-dependent �t, using 
orre
tions a+b(see text). Break-up probability values PBr, number of atom pairs NA, α1and χ2 over the entire �t region are indi
ated in this table, for every 600
MeV/c momentum interval pi.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.390±0.027 2070±128 0.786±0.013 614.8/648 72.0/72
p2 0.429±0.022 3741±175 0.800±0.007 638.4/648 81.9/72
p3 0.395±0.022 3080±156 0.811±0.008 634.3/648 56.4/72
p4 0.428±0.026 2684±143 0.824±0.009 601.8/648 71.9/72
p5 0.411±0.031 1983±137 0.840±0.011 611.2/648 50.0/72
p6 0.430±0.036 1411±103 0.804±0.013 691.8/648 63.0/72
p7 0.458±0.055 907±96 0.810±0.017 670.6/648 74.8/72
p8 0.607±0.107 588±105 0.763±0.024 630.5/642 110.0/72
p9 0.522±0.100 269±48 0.821±0.025 618.2/615 70.8/72
p10 0.774±0.238 140±66 0.665±0.058 480.3/534 70.9/72
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Table 7.8: Fit results of the momentum-dependent �t, using 
orre
tionsa+b+
 (see text). Break-up probability values PBr, number of atom pairs
NA, α1 and χ2 over the entire �t region are indi
ated in this table, for every600 MeV/c momentum interval pi.

PBr NA α1 χ2 /ndf χ2
e / ndf

p1 0.395±0.027 2070±128 0.786±0.013 614.8/648 72.0/72
p2 0.436±0.022 3741±175 0.800±0.007 638.4/648 81.9/72
p3 0.402±0.023 3080±156 0.811±0.008 634.3/648 56.4/72
p4 0.433±0.026 2684±143 0.824±0.009 601.8/648 71.9/72
p5 0.417±0.031 1983±137 0.840±0.011 611.2/648 50.0/72
p6 0.437±0.036 1411±103 0.804±0.013 691.8/648 63.0/72
p7 0.465±0.055 907±96 0.810±0.017 670.6/648 74.8/72
p8 0.615±0.108 588±105 0.763±0.024 630.5/642 110.0/72
p9 0.530±0.102 269±48 0.822±0.025 618.2/615 70.8/72
p10 0.785±0.242 140±66 0.841±0.109 480.3/534 70.9/72
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Table 7.9: Final �t results of the momentum-dependent �t, using all 
or-re
tions a+b+
+d (see text). Break-up probability values PBr, number ofatom pairs NA, α1 and χ2 over the entire �t region are indi
ated in thistable, for every 600 MeV/c momentum interval pi.
PBr NA α1 χ2 /ndf χ2

e / ndf
p1 0.404±0.028 2098±129 0.777±0.013 611.5/648 71.7/72
p2 0.445±0.023 3794±176 0.790±0.007 634.8/648 81.8/72
p3 0.410±0.023 3125±158 0.801±0.008 631.5/648 55.8/72
p4 0.442±0.026 2715±144 0.816±0.010 598.8/648 71.8/72
p5 0.425±0.031 2005±137 0.831±0.011 608.2/648 49.8/72
p6 0.443±0.037 1422±104 0.796±0.013 688.0/648 62.9/72
p7 0.470±0.056 910±96 0.802±0.017 667.4/648 74.3/72
p8 0.615±0.108 583±105 0.756±0.024 626.9/642 109.1/72
p9 0.504±0.099 257±47 0.811±0.029 614.4/615 70.6/72
p10 0.742±0.231 133±67 0.840±0.111 477.6/534 70.7/72
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Figure 7.11: Fit results for the π+π− momentum bin 2.6 < p < 3.2 GeV/cin lab-frame. QT (top left) and QL (botom) proje
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Figure 7.12: Fit results for the π+π− momentum interval 3.2 < p < 3.8
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Figure 7.14: Fit results for the π+π− momentum interval 4.4 < p < 5.0

GeV/c in lab-frame. Caption is identi
al to �gure 7.11 for the rest.
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Figure 7.15: Fit results for the π+π− momentum interval 5. < p < 5.6

GeV/c in lab-frame. Caption is identi
al to �gure 7.11 for the rest.
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Figure 7.16: Fit results for the π+π− momentum interval 5.6 < p < 6.2

GeV/c in lab-frame. Caption is identi
al to �gure 7.11 for the rest.
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Figure 7.17: Fit results for the π+π− momentum interval 6.2 < p < 6.8

GeV/c in lab-frame. Caption is identi
al to �gure 7.11 for the rest.
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Figure 7.18: Fit results for the π+π− momentum interval 6.8 < p < 7.4

GeV/c in lab-frame. Caption is identi
al to �gure 7.11 for the rest.
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tion of π+π− momentum.The number of atom pairs NA determined as fun
tion of p is plotted in�gure 7.23 along with the number of Coulomb pairs given by the �t in ea
hbin. It is seen that atom produ
tion follows rather 
losely the spe
trum ofsemi-in
lusive π+π− di�erential 
ross-se
tion, as expe
ted from bound stateprodu
tion. Note that both of these spe
tra are un
orre
ted for spe
trometera

eptan
e.Pionium break-up probabilities 
an now be determined using the momentum-dependent K-fa
tors and they are shown in �gure 7.21. Errors were prop-agated from those provided by the �t for NA and NC . PBr values are
ompatible with a smooth in
rease with in
reasing atom momentum, as pre-di
ted by Monte Carlo tra
king inside the target foil [59℄ [70℄. We generatea 
ontinuous set of PBr(p) 
urves with varying values of the 1s pionium life-time (τ1s). χ2 minimization with respe
t to this set provides a measurementof τ1s and an error.The �tted values of α1 parameter (fra
tion of Coulomb pairs) are alsoindi
ated in �gure 7.22 as fun
tion of p. They show a smooth behaviour.In �gure 7.24 we plot the number of non-Coulomb pairs determined bythe �t as fun
tion of p, after subtra
tion of a

identals (as in [66℄,[86℄),and we 
ompare the spe
trum with that previously determined for Coulombpairs (in �gure 7.23). The non-Coulomb spe
trum is signi�
antly softerthan the Coulomb spe
trum, probably due to parent multibody de
ays ofthe a
ompanying long-lifetime parti
le.
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7.4. SYSTEMATIC ERROR 2377.4 Systemati
 errorWe shall address here what we think are the most signi�
ant sour
es ofsystemati
 error in the PBr measurement, whi
h we have summarized intable 7.10.The pre
ise 
riterium adopted to produ
e this table is to quote, for ea
hentry, the maximum a

epted variation of the measured values with respe
tto the true values, a

ording to our studies. From this point of view, de-viations beyond the quoted values are assigned to have a null probability,whereas deviations within range are assumed to have a 
onstant probabil-ity density. Sin
e the pre
ise origin of the systemati
 errors is by de�nitionunknown, the previous hypothesis is at least as good as any other. If wewere to adopt, for instan
e, a gaussian probability density for the systemati
deviations, then the entries of table 7.10 should be repla
ed by standarddeviations, rather than maximum allowed values. In this 
ase, they shouldbe multiplied by 1/
√

3.Con
erning the multiple s
attering un
ertainty, we think that the errorfrom this parti
ular sour
e 
an be negle
ted. To illustrate this, in �gure7.25 we 
ompare the re
onstru
ted Pionium spe
trum using our GEANT-DIRAC Monte Carlo with 15% in
rease of upstream radiation length (whi
h
orresponds to our 1.5% measurement [88℄), to the Monte Carlo used inGEANT-DIRAC version 2.63, whi
h is based upon a di�erent radiation lengthhypothesis. The di�eren
e in both QL and QT appears to be insigni�
ant,in terms of atom 
ounting. Not only the multiple s
attering in upstreamdete
tors is known with 1.5% pre
ision, but in addition the use of onlythe �rst planes of MSGC/GEM dete
tors in the �nal tra
k �t [58℄ stronglyde
reases the multiple s
attering un
ertainty.Other sour
e of systemati
 error is the QL trigger a

eptan
e. We showthe parametrization found using a

identals in the �gure 1.29 and in thetable 7.4.Simulation of the dete
tor ba
kgrounds, resolution and double ionization
uts (IH) are all known with high pre
ision (see [66℄), whi
h is re�e
ted inthe small estimated systemati
 errors indi
ated in table 7.10.The un
ertainty of K+K− ba
kground is small, as a result of the re-
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hapter 5. Moreover, the data show some sensitivity to this
orre
tion, in quantitative terms, as reported in se
tion 7.3 .Target impurity 
orre
tion is not 100% known, be
ause what we haveare basi
ally upper limits of 
ontamination values. However, we believe anerror of 30% of the 
orre
tion is 
onservative. Only a 
hemi
al analysis ofthe bulk of the target foil would redu
e this error to zero.Assuming un
orrelated sour
es, we simulated random numbers with �atprobability distributions within ± the extreme values indi
ated in table 7.10,ea
h being added to the 
ontribution of the previous one, and repeated thisexperiment many times. The output values show a fairly gaussian distributionwith σ = 0.006 , whi
h 
an be used as a 1σ-equivalent estimator of thesystemati
 error.Translation of ∆PBr into ∆τ1s is done by means of the 
urve in �gure1.4.Table 7.10: Estimated 
ontributions to systemati
 error in average break-upprobability measurement. Last row indi
ates total systemati
 error equivalentto 1σ, under the assumption of un
orrelated e�e
ts.Simulation error ∆PBr extreme valuesTrigger a

eptan
e ±0.004MSGC+SFD ba
kgrounds ±0.006Double-tra
k resolution ±0.003Double ionization 
ut ±0.003Target impurity ±0.003

K+K− 
ontamination ±0.003Total 1σ equivalent ±0.006



7.5. LIFETIME AND |A0 − A2| MEASUREMENT 2397.5 Lifetime and |a0 − a2| measurementPionium break-up probability PBr in the Ni foil has been determined intwo di�erent ways. One is making a global (momentum-integrated) �t,whi
h provides a single measurement for the average PBr, and another ismaking 10 independent experiments to measure this quantity in 600MeV/cwide intervals of pionium momentum. The results (see tables 7.2 and 7.5)are in very good agreement with ea
h other when the average PBr valuesare 
ompared, and have equal statisti
al errors. Both of them provide ahigh quality �t with respe
t to the Monte Carlo hypothesis, in terms of χ2probability. From ea
h of them we 
an determine the pionium 1s lifetime,using the standard pionium propagation 
ode inside the foil.From the p-dependent �t in table 7.5, with the systemati
 error estimatedin se
tion 7.4, we have :
PBr = 0.432 ± 0.010 (stat) ± 0.006 (syst)or having both error sour
es in quadrature:

PBr = 0.432 ± 0.0117Using the relationship between PBr and lifetime obtained from the pio-nium propagation 
ode [59℄ [70℄, we determine the pionium 1s lifetime fromthe full DIRAC data sample :
τ1S = 2.58 +0.19

−0.18 fswhere the error in
ludes both statisti
 and systemati
 sour
es. It 
an be
onverted into a measurement of the di�eren
e of s-wave s
attering lengths:
|a2 − a0| = 0.279 ± 0.010 M−1

πby means of the expression [2℄:
Γ1s =

1

τ1s
=

2

9
α3p |a2 − a0|2(1 + δ) M2

πwhere δ = (5.8 ± 1.2) × 10−2 and p =
√

M2
π+ − M2

π0 − (1/4)α2M2
π+.
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Chapter 8Summary of results and
on
lusionsThe work presented in this thesis is e�e
tively the �nal out
ome of a long-standing e�ort made by the group of the university of Santiago de Com-postela and by the DIRAC 
ollaboration at CERN, for a period of 13 years,starting with the �rst proposal of the experiment in De
ember 1994. Mywork is based upon a vast amount of essential 
ontributions, personal andinstitutional, whi
h have made possible the a
hievement of the experiment'sgoal, and whi
h I am proud and fortunate to have brought to a su

essful
on
lusion here.Among the 
ontributions realized in this thesis, let me pi
k up thosewhi
h I 
onsider the most signi�
ant:1) the measurement of multiple s
attering in upstream dete
tors with1.5% pre
ision, with the essential help of the GEM-MSGC dete
tor.This is a key 
ontribution to the �nal lifetime measurement, giventhe fa
t that in 2005 multiple s
attering was regarded as the main
omponent the systemati
 error [5℄. Moreover, the results presentedhere [88℄ sharply 
ontradi
ted hasty measurements done with s
atteredpions [79℄ whi
h were argued to 
ast doubts on our work. A new studymade within the 
ollaboration 
ame to re
ognize the validity of ouroriginal 
laim that radiation length was underestimated in the Monte241



242 CHAPTER 8. SUMMARY OF RESULTS AND CONCLUSIONSCarlo by 15% using a di�erent method [89℄, albeit with lower pre
ision.2) the measurement of K+K− ba
kground at low pair momentum (2.9
GeV/c) was a se
ond important a
hievement towards redu
ing an-other 
omponent of the systemati
 error, so far 
onsidered rather se-rious [5℄. In the absen
e of experimental semi-in
lusive pNi data atbeam momenta 
lose to p=24 GeV/
, using Monte Carlo models insu
h a 
omplex physi
s region in QCD appeared to be un
ertain. For-tunately, the existen
e of a powerful TDC ele
troni
s deployment inupstream dete
tors (both SFD and IH) 
ame to help us, and renderedpossible a previously unthinkable measurement, namely the dis
rimina-tion of equal-mas pairs, where the time-di�eren
e (+/-) with pre
isionhodos
opes be
omes useless. The K+K− 
ontamination was exper-imentally determined and fully simulated, thus produ
ing a new key
omponent in the 
omplete set of small 
orre
tions to the lifetimemeasurement.3) another ingredient, whi
h a
tually represents the main e�ort in thisthesis, is the development of a tra
king method to perform pattern-re
ognition of the π+π− pairs in upstream dete
tors, in the presen
eof strong ba
kgrounds and multiple s
attering. The GEM-MSGC de-te
tors were of 
ourse instrumental to a
hieve this goal, but the ne
es-sity to 
ombine the spa
e information with the time taggers from theSFD really 
ompli
ated the tra
king algorithms. Fortunately, the exis-ten
e of a powerful simulation (GEANT-DIRAC), and the availabilityof a very strong 
omputing resour
es from CESGA, rendered this tasknot only viable, but ex
eedingly performing. Thanks to this work thetransverse momentum QT of the π+π− pairs 
ould be unambiguouslydetermined.4) the last and fundamental step in the development of this work was toextend our previous measurement using only 2001 Ni data [6℄ to the fullDIRAC data sample (2001+2002+2003). The improved spe
trometerperforman
e in the last two years fa
ilitated this task, and provided animportant in
rease in the statisti
s of pionium pairs.



243As a 
onsequen
e of the results summarized above, and others also dis-
ussed in the thesis, our 
on
lusions 
an be established as follows:1) a new �nal state, never a

essed before in parti
le physi
s, the pioniumor π+π− bound states, has been 
opiously produ
ed in the laboratory(17050 atom pairs), and its ionization spe
trum has been fully mappedin both the longitudinal and transverse proje
tions, in its 
enter-of-mass frame.2) based upon the extrapolation method with the observed Coulomb
π+π− intera
tion, and making no assumptions on the physi
s of pNi
ollisions, we have determined the pionium lifetime (in 1s state) to be
τ1s = 2.58 +0.19

−0.18 fs, using the full DIRAC experiment data sample.3) given the existen
e of a rigorous next-to-leading order 
al
ulation inQCD and QED [2℄ the pionium lifetime determination has been 
on-verted into a 3.5% measurement of the s-wave isospin ππ s
atteringlength di�eren
e |a0 −a2| in the pro
ess π+π−− > π0π0 at threshold,with the result: |a0 − a2| = 0.279 ± 0.010 m−1
π .
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